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ABSTRACT: With the rapid progress of deepfake techniques in recent years, facial video forgery can generate highly 

deceptive video contents and bring severe security threats. And detection of such forgery videos is much more urgent 

and challenging. Most existing detection methods treat the problem as a vanilla binary classification problem. In this 

paper, the problem is treated as a special fine-grained classification problem since the differences between fake and real 

faces are very subtle. It is observed that most existing face forgery methods left some common artifacts in the spatial 

domain and time domain, including generative defects in the spatial domain and inter-frame inconsistencies in the time 

domain. And a spatial-temporal model is proposed which has two components for capturing spatial and temporal 

forgery traces in global perspective respectively. The two components are designed using a novel long distance 

attention mechanism. The one component of the spatial domain is used to capture artifacts in a single frame, and the 

other component of the time domain is used to capture artifacts in consecutive frames. They generate attention maps in 

the form of patches. The attention method has a broader vision which contributes to better assembling global 

information and extracting local statistic information. Finally, the attention maps are used to guide the network to focus 

on pivotal parts of the face, just like other fine-grained classification methods. The experimental results on different 

public datasets demonstrate that the proposed method achieves the state-of the- art performance, and the proposed long 

distance attention method can effectively capture pivotal parts for face forgery.  
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I. INTRODUCTION 
 

A Digital Twin is a real-time digital replica of a physical system that accurately reflects its features. The DT 

environment involves the formation of a clone of the tangible object to perform simulations in the virtual space. 

Grieves and Vickers [1] first proposed the idea of performing simulations with a clone in a virtual environment in 2002, 

and National Aeronautics and Space Administration (NASA) in 2010 referred to the method as a DT [2]. The DT 

concept was developed to make it possible to reap the benefits of paradigms like Industry 4.0 and the industrial Internet 

of Things (IIOT). The idea is to make every product or process-related data source and control interface description 

accessible through a single interface for automatic communication establishment and auto-discovery. Without specific 

knowledge of each component, developers and engineers can determine, design, and construct the required interfaces, 

integrations, and communication links by analyzing the DTs of the incorporated components [3]. The devices may 

eventually be able to locate and communicate with one another without the need for a human engineer to stand in 

between them. With the assistance of DTs, this kind of auto-discovery and auto-established communication may 

eventually make IOT more scalable for currently unimaginable applications. The numerous fields in which DT 

technology is being studied are manufacturing, construction, healthcare, and space industries. IOT and mobile devices 

have recently been added to the DT technology’s application range. For instance, autonomous driving can be achieved 

in a vehicular environment, and precise and detailed remote medical treatment can be carried out in a medical 

environment. 

 

The proposal system's goals include:  
 We perform a comprehensive survey on existing literature in the Deepfake domain. We report current tools, 

techniques, and datasets for Deepfake detection-related research by posing some research questions.  

http://www.ijmrset.com/


International Journal of Multidisciplinary Research in Science, Engineering and Technology (IJMRSET) 

                        | ISSN: 2582-7219 | www.ijmrset.com | Impact Factor: 7.521| Monthly, Peer Reviewed & Referred Journal| 

| Volume 7, Issue 7, July 2024 | 

| DOI:10.15680/IJMRSET.2024.0707137 | 

IJMRSET © 2024                                                     |     An ISO 9001:2008 Certified Journal   |                                               12684 

 

 

 

 We highlight a few observations and deliver some guidelines on Deepfake detection that might help future research 

and practices in this spectrum  
 We introduce a taxonomy that classifies Deepfake detection techniques in four categories with an overview of 

different categories and related features, which is novel and the first of its kind. We conduct an in-depth analysis of 

the primary studies' experimental evidence. Also, we evaluate the performance of various Deepfake detection 

methods using different measurement metrics.  

 
II. LITERATURE SURVEY 

 
In [22], the consistency of the biological signs are measured along with the spatial and temporal [23]_[25] directions to 

use various landmark [26] points of the face (e.g., eyes, nose, mouth, etc.) as unique features for authenticating the 

legitimacy of GANs generated videos or images. Similar characteristics are also visible in Deepfake videos, which can 

be discovered by approximating the 3D head pose [27]. In most cases, facial expressions are associated initially with 

the head's movements. Habeeba et al. [88] applied MLP to detect Deepfake video with very little computing power by 

exploiting visual artifacts in the face region. As far as the performance concern in machine learning based Deepfake 

methods, it is observed that these approaches can achieve up to 98% accuracy in detecting Deepfakes. However, the 

performance entirely relies on the type of dataset, the selected features, and the alignment between the train and test 

sets. The study can obtain a higher result when the experiment uses a similar dataset by splitting it into a certain level of 

ratio, for example, 80% for a train set and 20% for a test set. The unrelated dataset drops the performance close to 50%, 

which is an arbitrary assumption. Zhang et al. [33] introduced a GAN simulator that replicates collective GAN-image 

artifacts and feeds them as input to a classifier to identify them as Deepfake. Zhou et al. [34] proposed a network for 

extracting the standard features from RGB data, while [35] proposed a similar but generic resolution. Besides, in 

[36]_[38], researchers proposed a new detection framework based on physiological measurement, for example, 

Heartbeat. At first, the deep learning-based method was proposed in [40] for Deepfake video detection. Two inception 

modules, (i) Meso-4 and (ii) MesoInception-4, were used to build their proposed network. In this technique, the mean 

squared error (MSE) between the actual and expected labels is used as the loss function for training. An enhancement 

of Meso-4 has been proposed in [41]. 

 

Existing System 
In [22], the consistency of the biological signs are measured along with the spatial and temporal [23]_[25] directions to 

use various landmark [26] points of the face (e.g., eyes, nose, mouth, etc.) as unique features for authenticating the 

legitimacy of GANs generated videos or images. Similar characteristics are also visible in Deepfake videos, which can 

be discovered by approximating the 3D head pose [27]. In most cases, facial expressions are associated initially with 

the head's movements. Habeeba et al. [88] applied MLP to detect Deepfake video with very little computing power by 

exploiting visual artifacts in the face region. As far as the performance concern in machine learning based Deepfake 

methods, it is observed that these approaches can achieve up to 98% accuracy in detecting Deepfakes. However, the 

performance entirely relies on the type of dataset, the selected features, and the alignment between the train and test 

sets. The study can obtain a higher result when the experiment uses a similar dataset by splitting it into a certain level of 

ratio, for example, 80% for a train set and 20% for a test set. The unrelated dataset drops the performance close to 50%, 

which is an arbitrary assumption. Zhang et al. [33] introduced a GAN simulator that replicates collective GAN-image 

artifacts and feeds them as input to a classifier to identify them as Deepfake. Zhou et al. [34] proposed a network for 

extracting the standard features from RGB data, while [35] proposed a similar but generic resolution. Besides, in 

[36]_[38], researchers proposed a new detection framework based on physiological measurement, for example, 

Heartbeat. At first, the deep learning-based method was proposed in [40] for Deepfake video detection. Two inception 

modules, (i) Meso-4 and (ii) MesoInception-4, were used to build their proposed network. In this technique, the mean 

squared error (MSE) between the actual and expected labels is used as the loss function for training. An enhancement 

of Meso-4 has been proposed in [41]. 

 
Proposed System 
We perform a comprehensive survey on existing literature in the Deepfake domain. We report current tools, techniques, 

and datasets for Deepfake detection-related research by posing some research questions. We introduce a taxonomy that 

classifies Deepfake detection techniques in four categories with an overview of different categories and related 

features, which is novel and the first of its kind. We conduct an in-depth analysis of the primary studies' experimental 

evidence. Also, we evaluate the performance of various Deepfake detection methods using different measurement 

metrics. We highlight a few observations and deliver some guidelines on Deepfake detection that might help future 

research and practices in this spectrum. 
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III. SYSTEM DESIGN 
 

 
 

Figure 1: System Architecture 

 

IV. RESULTS AND OUTCOMES 
 
Implementation 
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V. CONCLUSION 
 
This SLR presents various state-of-the-art methods for detecting Deep fake published in 112 studies from the beginning 

of 2018 to the end of 2020. We present basic techniques and discuss different detection models' efficacy in this work.  

We summarize the overall study as follows:  

_ The deep learning-based methods are widely used in detecting Deep fake. 

_ In the experiments, the FF++ dataset occupies the largest proportion.  

_ The deep learning (mainly CNN) models hold a significant percentage of all the models.  

_ The most widely used performance metric is detection accuracy.  

_ The experimental results demonstrate that deep learning techniques are effective in detecting  

Deep fake. Further, it can be stated that, in general, the deep learning models outperform the non-deep learning models. 

With the rapid progress in underlying multimedia technology and the proliferation of tools and applications, Deep fake 

detection still faces many challenges. We hope this SLR provides a valuable resource for the research community in 

developing effective detection methods and countermeasures. 
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