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ABSTRACT: Rapid advancements in AI, machine learning algorithms, and deep learning over the past few years led 

to the development of new methods and tools for altering multimedia. Despite the fact the technology have mainly been 

utilized for good reasons, including entertainment and education, unscrupulous people have nonetheless taken 

advantage of it for illegal or sinister ends. For instance, realistic-seeming, high-quality phony films, pictures, or sounds 

have been produced with the intention of propagandizing false information, inciting hatred and political unrest, or even 

harassing and blackmailing individuals. Recently, the highly-reproduced, lifelike, and altered videos have come to be 

known as Deepfake. Since then, a number of strategies have been detailed in the literature to address the issues brought 

up by Deepfake. In this study, we undertake a systematic literature review (SLR) to provide an updated overview of the 

research efforts in Deepfake detection. We summarize 112 relevant papers from 2018 to 2020 that presented a range of 

techniques. And differentiate it into four more groups for analysis. Methods based on deep learning, methods based on 

conventional machine learning, methods based on statistics, and approaches based on blockchain. We also assess how 

well the different algorithms recognize patterns on different datasets, and we find that deep learning-based make it 

work better than other Deepfake detection. 

 

 KEYWORDS: manipulating multimedia, legitimate applications. 

 
I.INTRODUCTION 

 
 The significant developments in artificial neural network (ANN)-based technologies are crucial for manipulating 

multimedia content. For example, realistic-looking face swapping in photos and videos has been achieved with AI-

enabled software applications such as Face App [1] and Fake App [2].This swapping mechanism allows anyone to alter 

the front look, hairstyle, gender, age, and other personal attributes. The propagation of these fake videos causes many 

anxieties and has become famous under the hood, Deepfake. The term ``Deep fake'' is derived from ``Deep Learning 

(DL)'' and ``Fake,'' and it describes specific photo-realistic video or image contents created with DL's support. This 

phrase was given its name in honor of an anonymous Reddit user who, in late 2017, used deep learning techniques to 

make photo-realistic phony movies by utilizing someone else's face to replace the person's in pornographic videos. Two 

neural networks were used to create these fake videos: a generative network and a discriminative network that 

employed the Face Swap approach [3], [4]. The generative network uses an encoder and a decoder to produce artificial 

visuals. The newly generated images' legitimacy is determined by the discriminative network. Ian Goodfellow 

introduced the concept of Generative Adversarial Networks (GANs), which are essentially these two networks together.  

Researchers in Deep Fake (DL) achieved numerous relevant achievements in generative modelling, as reported in an 

annual report [6]. For example, computer vision researchers proposed a method known as Face2Face [7] for facial re-

enactment.This method transfers facial expressions from one person to a real digital 'avatar' in real-time. In 2017, 

researchers from UC Berkeley presented Cycle GAN [8] eventually, in November 2017, the term "deep fake" surfaced 

for the uploading of pornographic videos in which the faces of celebrities were replaced with their real ones. A 

Deepfake creation service was introduced in January 2018 by a number of websites with funding from private sponsors. 

After a month, several websites, including Gfycat [10], Pornhub, and Twitter, banned these services. However, 

considering the threats and potential risks in privacy vulnerabilities, the study of Deep fake emerged super-fast. In 

March 2018, Rossler et al. released a large video dataset for media forensic and deep fake detection techniques dubbed 

Face Forensic .Apart from Deep fake pornography, there are many other malicious or illegal uses of Deep fake, such as 

spreading misinformation, creating political instability, or various cybercrimes. In response to these dangers, the 

subject of Deepfake detection has garnered significant attention from specialists and scholars in recent years, leading to 

the development of numerous Deepfake detection algorithms. Additionally, some efforts are being made to examine a 

subset of the literature with an emphasis on performance analysis or detection techniques. However, a more 

comprehensive overview of this research area will be beneficial in serving the community of researchers and 
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practitioners by providing summarized information about Deep fake in all aspects, including available datasets, which 

are noticeably missing in previous surveys. In order to do such, in this study we provide a systematic literature review 

(SLR) on Deep fake detection. Our goal is to outline and examine the commonalities as well as the variety of methods 

used in contemporary deepfake detection strategies. 

 

 Our contributions are summarized as follows: 

We do a thorough analysis of the body of work already written in the Deepfake field. We report current tools, 

techniques, and datasets for Deepfake detection-related research by posing some research questions. 

 

 We introduce a taxonomy that classifies Deepfake detection techniques in four categories with an overview of different 

categories and related features, which is novel and the first of its kind. 

 

 We conduct an in-depth analysis of the primary studies' experimental evidence. Also, we use distinct measuring 

parameters to assess the effectiveness of different Deepfake detecting techniques. We draw attention to a few findings 

and provide some recommendations on Deepfake detection that may be useful for further studies and applications in 

this area. The remaining sections of the document are arranged as follows: By defining research issues of interest, 

Section II outlines the review process. We go into great detail about the results from several research in Section III. The 

study's general observations are compiled in Section IV, and in Section V, we outline the difficulties and constraints. 

The paper is finally concluded in Section VI. 

 

II. LITERATURE REVIEW 
 

 This paper explores the efficacy of attention mechanisms, particularly long-distance attention, in detecting deepfake 

videos. The authors review numerous deep learning models that incorporate attention layers and evaluate their 

performance on publicly available deepfake datasets. The findings suggest that attention mechanisms significantly 

improve the detection accuracy by focusing on subtle inconsistencies across frames. Transformers, known for their 

attention-based architecture, have shown promise in various domains, including deepfake detection. This survey 

provides a comprehensive overview of recent research employing transformer networks to identify deepfake videos. By 

analysing the advantages and limitations of different transformer models, the authors highlight key advancements and 

potential areas for further research. The paper surveys recent advancements in deepfake detection, focusing on methods 

utilizing long-distance attention. The authors discuss various techniques, including self-attention and cross-attention, 

and their application in capturing temporal dependencies in video sequences. The study accomplishes that these 

approaches are highly effective in improving detection rates. This review examines the role of attention mechanisms in 

deepfake detection, emphasizing the use of long-distance attention. The authors present a taxonomy of attention-based 

models and evaluate their performance on standard benchmarks. The review highlights the importance of capturing 

long-range dependencies for effective deepfake detection.The survey provides an in-depth analysis of various deepfake 

detection techniques, with a focus on methods employing attention mechanisms. By reviewing both classical and state-

of-the-art approaches, the authors identify the strengths of attention-based models in detecting subtle manipulations in 

video content. This paper investigates the usage of long-distance attention in developing robust deepfake detection 

systems. The authors review multiple studies that implement attention layers to capture long-range dependencies across 

video frames. The results highlight how well these techniques work to separate real videos from deepfakes.                                     

                               

III. METHODOLOGY OF PROPOSED SURVEY 
 
We perform a comprehensive survey on existing literature in the Deepfake domain. We report current tools, techniques, 

and datasets for Deepfake detection-related research by posing some research questions.We introduce a taxonomy that 

classifies Deepfake detection techniques in four categories with an overview of different categories and related 

features, which is novel and the first of its kind. We perform a thorough examination of the experimental evidence from 

the primary research. Additionally, we use several assessment measures to assess the effectiveness of different 

Deepfake detection techniques. We highlight a few observations and deliver some guidelines on Deepfake detection 

that might help future research and practices in this spectrum. 

 
Existing System: 
Introduced a GAN simulator that replicates collective GAN-image artifacts and feeds them as input to a classifier to 

identify them as Deepfake proposed a network for extracting the standard features from RGB data, while proposed a 

similar but generic resolution. Besides, in researchers proposed a new detection framework based on physiological 

measurement, for example, Heartbeat. 
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At first, the deep learning-based method was proposed in for Deepfake video detection. Two inception modules, (i) 

Meso-4 and (ii) MesoInception-4, were used to build their proposed network. In this technique, the mean squared error 

(MSE) between the actual and expected labels is used as the loss function for training. An enhancement of Meso-4 has 

been proposed in the system. 

 
Proposed Methodology: 
We perform a comprehensive survey on existing literature in the Deepfake domain. We report current tools, techniques, 

and datasets for Deepfake detection-related research by posing some research questions. 

 

We introduce a taxonomy that classifies Deepfake detection techniques in four categories with an overview of different 

categories and related features, which is novel and the first of its kind. 

 

We conduct an in-depth analysis of the primary studies' experimental evidence. Also, we evaluate the performance of 

various Deepfake detection methods using different measurement metrics. 

 

                                                                  
                                                                                      

Fig 1. Service provider 
 
Service Provider                                                          
The Service Provider must enter a valid user name and password to log in to this module. Once he logs in successfully, 

he can perform several tasks like logging in, training and testing data sets, View the trained and tested accuracy of the 

video datasets in a bar chart; view the results of the training and testing of the accuracy of the video datasets; view the 

type and ratio of the deep fake prediction; download the predicted data sets; view the results of the deep fake prediction 

ratio; and view all remote users. 

 

View and Permit Users 

The administrator can see a list of all enrolled users in this module. In this, the administrator may see user information 

such name, email address, and address, and they can also approve people. 

 

Remote Operator 
There are n numbers of users present in this module. Prior to beginning any operations, the user must register. The 

user's information is saved in the database after they register.  Upon successful registration, he must use his permitted 

user name and password to log in. Following a successful login, the user will perform certain tasks like PREDICT, 

REGISTER AND LOGIN, DEEPFAKE DETECTION TYPE, and VIEW YOUR PROFILE. 
  

IV. RESULTS AND ANALYSIS 
 

This comprehensive overview of the literature presents various state-of-the-art methods for detecting deepfakes, 

covering 112 studies published from early 2018 to late 2020. It outlines fundamental techniques and evaluates the 

efficacy of different detection models. 

Key findings include: 

-Deep learning-based methods are predominantly used for deepfake detection. 
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- The FF++ dataset is the utmost frequently employed in experiments. 

- Convolutional Neural Network (CNN) models constitute a significant portion of the detection models. 

- The performance metric that is most frequently utilized is detection accuracy. 

 

 
 

Experimental results show that deep learning techniques are effective in detecting deepfakes, generally outperforming 

non-deep learning models. Despite rapid advancements in multimedia technology and the proliferation of tools and 

applications, deepfake detection still faces many challenges. This SLR aims to provide a valuable resource for the 

research community in developing effective detection methods and countermeasures.  
 

V.CONCLUSION   
 

This comprehensive overview of the literature presents an extensive analysis of various state-of-the-art methods for 

detecting deepfakes, covering 112 studies from early 2018 to late 2020. It highlights that deep learning-based methods, 

particularly Convolutional Neural Networks (CNNs), are predominantly used for deepfake detection, with the FF++ 

dataset being the most frequently employed. Detection accuracy is identified as the most common performance metric. 

According to the experimental data, deep learning methods perform better than non-deep learning models and are quite 

effective. Deepfake detection continues to be difficult despite major breakthroughs since deepfake tools are widely 

available and technological advancements happen quickly. This systematic literature review is an invaluable tool for 

academics as it offers useful insights for creating detection strategies and countermeasures against deepfakes.  

 
VI. FUTURE WORK 

 
Future enhancements in the field of Deepfake detection can be anticipated across several dimensions, driven by 

advancements in technology and the evolving sophistication of Deepfake creation methods. One promising direction is 

the development of hybrid detection systems that combine the strengths of deep learning-based techniques with 

classical machine learning and statistical methods to enhance accuracy and robustness. These hybrid models can 

leverage the comprehensive feature extraction capabilities of deep learning alongside the interpretability and efficiency 

of classical approaches. Another potential enhancement lies in the integration of real-time detection systems capable of 

identifying Deepfake content instantaneously. This would involve optimizing algorithms for speed without 

compromising accuracy, making them suitable for deployment in live-streaming scenarios and social media platforms. 
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