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ABSTRACT: Sentiment analysis, often called opinion mining, is a natural language processing (NLP) technique used 

to determine if the provided data has a positive or negative connotation. Numerous studies have been conducted in this 

area to improve sentiment analysis systems' accuracy, ranging from straightforward linear models to intricate neural 

network models. Prior research has examined other models or algorithms, however these required more time to process 

and had lower overall accuracy ratings. Thus, to address issues with sentiment analysis systems, the BERT model—
which has been pre-trained on a large corpus—is presented in this study. Subsequent optimization enhances outcomes 

based on the use cases. When compared to other models in experimental testing, the BERT model provides strong 

forecasts, efficient performance, and high accuracy. In particular, we are interested in applying sentiment mining 

techniques to transcribed audio recordings in order to ascertain the sentiment of the speakers through the use of a 

Google-specific algorithm called BERT (Bidirectional Encoder Representations from Transformers). This algorithm is 

more accurate and faster for text fields due to its ability to take the text's context into account. Although the primary 

focus of our work was call centre use cases, it may find utility in other domains, such as security. 

 

KEY WORDS: Deep Learning, Sentiment Analysis, BERT, NLP. 

 

I.INTRODUCTION 
 

Sentiment analysis, or SA, is a widely used and significant task in natural language processing. In order to analyze 

product sales, service strategies, literary trends, and subjective sentiment information, people read articles and reviews. 

For example, automated fine-grained review analysis services were offered by Amazon and Alibaba. The bidirectional 

BERT algorithm is used to forecast and explain the emotional reactions of the general population. Specifically, we 

achieve high accuracy by fine-tuning BERT for sentiment classification based on utterances with two potential 

categories of emotion: positive and negative. Following sentiment classification, the proportion of each category is 

calculated. Sentiment analysis has made extensive use of Bidirectional Encoder Representations from Transformers 

(BERT), a machine-learning technique for pre-training in natural language processing. The BERT model may be 

optimized by adding suitable input and output layers to yield state-of-the-art outcomes.  

 

But historically, the majority of such learning models have dismissed contextual information in favor of concentrating 

just on the content of speech. They thus were unable to convey the emotional context. We present a system that uses 

BERT to classify statements as either positive or negative after taking the statement's context into account. 

 

Using supervised learning, Suhasini et al. [4] were capable of to recognise emotions on Twitter. The research 

demonstrates that naive Bayes fared better than K-nearest neighbour (KNN) when the two algorithms were compared.  

Based on product reviews, Jayakody et al. [1] gathered data from Twitter posts and analysed it using the K-nearest 

neighbour machine learning algorithm, logical regression, support vector machine (SVM), count vectorizer, and term 

frequency-inverse document frequency mechanisms. The text data was then converted into vectors for the machine 

learning model. using an accuracy rate of 88.26%, logistic regression using a count vectorizer obtained the greatest 

accuracy score. 
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II. RELATED WORK 
 

The way individuals express themselves now has changed as a result of the growth of the internet. Kepios estimates 

that 4.74 billion people utilise social media globally, which accounts for 59.3% of the world's population. To put things 

in perspective, the numbers indicate that over 75% of the world's eligible population currently utilises social media [5]. 

According to another study, the average social media user spends about two and a half hours a day on social media and 

actively utilises or visits 7.2 million distinct social sites on a monthly average. Every day, people worldwide use social 

media for almost 10 billion hours, or around 1.2 million years of human life. When making judgements, people mostly 

rely on online user-generated material. Information on events or current affairs in a particular region may be found by 

using social networking sites like Twitter [6]. Microblogs have emerged as a significant source of information on 

events occurring in a place over time [7]. Twitter is one of the most popular platforms. Its 280 character maximum and 

simple access to tweets via an API make it ideal for tracking attitudes, feelings, views, and emotions related to a variety 

of topics.  

 

The art and science of creating clever devices, especially intelligent computer programmes, is known as artificial 

intelligence (AI). Moreover, artificial intelligence (AI) is the imitation or replication of cognitive processes by 

computer systems that possess human-like reasoning and behaviour patterns. After the 1950s, the topic became more 

well-liked as a topic for scholarly writing. AI is used in many different areas, such as IT, communication, healthcare, 

logistics, agriculture, education, and aviation. 

 

Because of its capacity to mathematically represent and analyse human language, natural language processing, or NLP, 

has garnered a lot of interest recently. It is now employed in a wider number of sectors, such as summarization, 

machine translation, email spam detection, information extraction, and medicine [8]. By utilising machine learning and 

computational linguistics, it simplifies and expedites human-computer interaction. Text, picture, or speech inputs can 

be processed by NLP systems to produce written texts or processed speech [9]. 

 

A subset of machine learning known as neural networks has several uses, including the reconstruction of compressed 

images [10], asset allocation [11,12], non-negative matrix factorization [13,14], and model predictive control [15]. G.E. 

Hinton established the idea of deep learning with the creation of transfer learning; in essence, it is the process of 

extracting characteristics from unprocessed data by using layers [16]. Neural networks, which are composed of many 

neurons and form remarkable networks, are influenced by the human brain. Both supervised and unsupervised 

categories may be taught with deep learning networks [17, 18, 19, 20, 21]. Deep learning techniques include CNN, 

RNN, and many additional networks with more than three layers. There are significant benefits to text production, 

vector representation, word representation estimation, feature presentation, sentence classification, phrase modelling, 

and emotion identification from neural networks. 

 

III. IMPLEMENTATION METHODOLOGY 
 

Bert Algorithm 
Natural language processing may be done with the open-source BERT machine learning framework. By building 

context from surrounding information, BERT is designed to help computers grasp meaningless words in the text. A 

deep learning model called BERT (Bidirectional Encoder Representations from Transformers) uses connections 

between each output and input element to determine the weightings between them dynamically. In the past, language 

models were limited to interpreting text input in one direction only—from left to right or from right to left. The ability 

to simultaneously read in both directions makes BERT special. 

 

Understanding natural language is the aim of any NLP technique. This mainly refers to guessing a word in a blank 

while using BERT. In order to do this, a vast collection of specific, tagged training data is commonly used to train 

models. Data must be manually tagged by linguist teams.  

 

Conversely, BERT was trained with just an unlabeled plain text dataset, which included the Brown Corpus and the 

whole English Wikipedia. It keeps picking up new skills and getting better on its own from unlabeled text. As 

mentioned before, Google's Transformer research makes BERT possible. The part of the framework that enables BERT 

to identify ambiguity and context in language is called the transformer. Instead than looking at words one at a time, the 

transformer achieves this by looking at each word in relation to every other word in the phrase. By examining the 

surrounding words, the transformer aids the BERT model in understanding the word's context and the searcher's 

purpose. 
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Fig.1.Context Classification in BERT 

 

Deep Learning makes use of long short-term memory networks, or LSTMs for short. It is an example of recurrent 

neural network (RNN), especially in sequence prediction tasks, that may learn long-term dependencies. In addition to 

processing individual data points like images, LSTM has feedback links that enable it to process the entire sequence of 

data. Machine translation, speech recognition, and other fields employ this. One type of RNN that excels at a lot of 

different jobs is called LSTM. 

 

An LSTM model's core component is a memory cell that preserves its state throughout time, referred to as a "cell 

state." The horizontal line that crosses the top of the image below indicates the cell state. It may be compared to an 

unaltered conveyor belt that just moves information along. It is possible to add or remove data. The in LSTM is 

managed by gates and is derived from the cell state.Information can enter and escape the cell through these gates. It has 

a sigmoid neural net layer and a method of pointwise multiplication to help the mechanism. 

 

 
 

Fig.2.LSTM Architecture 

 

It is observed that with bigger datasets, LSTMs cannot achieve good classification performance. LSTSMs require a 

significant amount of time to train as well. Additionally, compared to transformers, it needs more RAM. LSTMs seem 

to be particularly prone to overfitting than other contemporary models. 

 

Compared to transformers, LSTMs require a higher number of epochs. In comparison to transformers along with other 

contemporary models, LSTMs are unable to provide accuracy up to par, even when they need more epochs.LSTMs 

process input in a single direction (from left to right), which causes them to learn insufficiently about the context and 

underlying meaning of the data. Since LSTMs are not pretrained like BERT, this additional training work is necessary 

for certain use situations. LSTMs employ the antiquated conventional language model, which predicts subsequent 

tokens based on prior tokens. Since LSTMs are not trained for tasks like next sentence prediction, they might not be the 

best option in some use cases or applications. 

 

Our approach comprised a number of crucial phases. To begin, we imported the BERT model and divided the 

evaluations into manageable tokens using its tokenizer. Then, in order to handle the data effectively, we set up a 

PyTorch DataLoader that was set up for batch processing with a maximum number of batches of 32. We used the 
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AdamW optimizer, which was created especially to deal with weight decay problems and improve neural network 

training, to optimize our model. The training parameter changes were controlled by setting the learning rate at 2 × 

10−5. We then used our training dataset to train the model for three epochs, and the result was an accuracy of 99%  

 

 
 

Figure 3: System Architecture 

 

The first step in preprocessing is tokenization. Tokenization involves breaking down each text data into smaller units, 

such as words or phrases. Tokenization operations may be performed with the help of the NLTK library. The next stage 

is to eliminate any information that isn't needed.  

 

There is some noise in the majority of the data, thus preprocessing is necessary to remove the undesirable components. 

Data contains things like stop words, punctuation, and unique characters, among other things. Therefore, before the 

feature extraction process, any items that cannot support the classification target are eliminated. A data set can be 

created by eliminating the undesirable items from the text's contents. 

 

The process of learning a deep representation of data in order to derive an optimal solution from an algorithm to solve a 

standard machine learning issue is known as deep learning. In every test, the ability to detect a word representation of 

the data is surpassed by deep learning, an advanced learning technique.  

 

Without human interaction, it can automatically extract new features from the changing sets of attributes in the training 

data. Put differently, when there are no labels in the collection, it extracts more characteristics. 

 

IV. RESULT AND DISCUSSION 
 

We used the same fundamental BERT-based neural network architecture as our classifier in all of the trials. The 

architecture of the classifier used in our tests is shown in Figure 4.4. Textual data is received by the input layer, which 

is the first layer, and is then sent to the subsequent layer. The pre-processing layer comes next, where the input is 

converted to numeric token ids and organised into several Tensors that BERT uses as input. The BERT_encoder layer 

comes next, which generates the embeddings for the whole input review and contains the pre-trained BERT model. 

Next comes the dropout layer, which helps keep the model from overfitting by arbitrarily choosing which neurons to 

ignore. 

 

Performance Indicators 
The number of total positive forecasts that are positive is known as precision, which is a measure of accuracy. The total 

number of anticipated positives divided by the total number of classified positives yields the answer. A well-performing 

model should have a high degree of accuracy. The following is a definition of precision: 

Precision = TP/(TP + FP) 

in which FP stands for false positive and TP for true positive. 
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The number of classes with a good outcome that are accurately anticipated, or the ratio of all positively categorized 

classes that were correctly recognized to all positively classed courses, is known as the recall. A high recall rate is a 

sign of a solid model. Here is how recall is defined: 

 

Recall = TP/(TP + FN), 

Where FN is false negative. 

 

Because the score provides information on these two characteristics, a high F1-score is indicative of excellent accuracy 

and recall. It has the following definition: 

F1 = (2 × Precision × Recall)/(Precision + Recall). 

 

Mean absolute error is a measure of the difference between expected and actual values. The model performs better as 

the value decreases. A model with an absolute mean error of zero would be the best predictor of the results.  

The mean square error is computed as the average of the square of the difference between the data's original and 

expected values. The model performs better as the value decreases.  

 

The root mean square error is the standard deviation for the mistakes that arise from predicting anything on a dataset. 

Nonetheless, the value's root is taken into account when assessing the correctness of the model. The model performs 

better as the value decreases. 

 

V.CONCLUSION 

 
The processes and actions that were outlined and anticipated were completed satisfactorily. The goal of the entire 

research is to create a system that can reliably identify an audio file's emotion. The inference that this would imply that 

we are aware of The actual meaning of the audio, whether concealed or hidden, and what it meant will save everyone 

time and facilitate quick information acquisition.  

 

Upcoming Projects: The suggested technique may be expanded to analyse many audio files concurrently. Sentiment 

analysis may be performed on audio recordings in several languages. To enhance the nature of sentiment analysis, the 

approach may be integrated with different approaches and utilised with a variety of additional characteristics. 
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