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ABSTRACT: This study investigated the efficacy of a Subspace KNN ensemble model for the classification of 

multiple sclerosis (MS), specifically differentiating between clinically definite multiple sclerosis (CDMS) and non-

CDMS cases. Using a dataset of 547 patient records with 19 clinical, demographic, and diagnostic features, the model 

demonstrated promising performance with a high validation accuracy of 97.3%, rapid prediction speed, and efficient 

training time. However, analysis of the confusion matrix revealed the presence of false positives and the absence of a 

false negative value, highlighting the need for a comprehensive evaluation approach that considers various performance 

metrics beyond accuracy.  Further research is recommended to optimize hyperparameters, incorporate cost-sensitive 

learning, analyze feature importance, and evaluate the model on diverse datasets to enhance its performance and 

clinical utility. Employing Explainable AI techniques can also improve transparency and trust in the model's 

predictions. This study contributes to the development of accurate and reliable tools for MS diagnosis and management, 

ultimately aiming to improve patient care and outcomes.  
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I.INTRODUCTION 

 

The most common neurological impairment, multiple sclerosis (MS), is an autoimmune-mediated condition that affects 

the central nervous system (CNS) and frequently causes neurological issues in young adults in addition to significant 

physical or cognitive incapacitation [1]. The disease first manifests in young adults, with those in their 20s and 30s 

being the most susceptible [2-3]. Every year, MS affects over 2.5 million people globally [4]. Our incomplete 

knowledge of the molecular mechanisms behind multiple sclerosis (MS), the absence of reliable prognostic or 

predictive biomarkers, and the clinical variability among patients all impede the development of individualized 

healthcare for MS patients [5-7].  Early diagnosis of diseases like MS is vital for improving patient survival rates by 

ensuring a higher proportion of cases are identified at the initial stages. Traditional classification techniques such as 

logistic regression have been utilized extensively in medical research to distinguish between cases and controls. 

Although these models provide clear and interpretable results, they often fail to capture intricate relationships between 

variables, limiting their predictive power. Consequently, there is an increasing demand for more advanced machine 

learning models that offer superior accuracy and minimal prediction error. Emerging techniques like deep learning, 

decision trees, and ensemble methods are increasingly preferred in the medical field due to their ability to model 

complex, non-linear relationships. These models can automatically detect patterns in large datasets, making them ideal 

for applications in medical diagnosis, where subtle differences in patient data can be crucial for early detection. 

Moreover, the integration of advanced computational methods with real-time data collection, such as from wearable 

devices and medical imaging, further enhances the precision of these systems. As a result, modern medical diagnostic 

tools are becoming more sophisticated, adaptive, and reliable, significantly improving the chances of early disease 

detection and patient outcomes. Certain biomarkers linked to multiple sclerosis (MS) have been demonstrated to have a 

strong predictive value of a more severe course of the disease. These include the presence of oligoclonal IgM bands 

[8,9], neurofilaments light [10], or chitinase-3 [11] in the serum and cerebrospinal fluid (CSF).  

 

The labels benign and malignant, which are markers of the disease severity over time rather than a regular pattern of 

classification, are also commonly used to analyze the course of MS. While the malignant form of MS is characterized 

by numerous incapacitating episodes and incomplete recovery, which leads to a rapid progression of disability, the 

benign form is typically characterized by few relapses and reduced/absence of disability after 20 years of evolution. 

Because different specialists frequently utilize different definitions using the Expanded Disability Status Scale (EDSS), 
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the indicators criteria are not exact [12-13].  Machine Learning Nowadays are used in different studies such as in 

agriculture [14-16] and medicine [17-18]. 

 

II. RELATED LITERATURE 

 

A review of previous research on MS diagnosis using AI techniques has been conducted by a number of papers, 

including [19], which examined the majority of earlier studies that employed DL algorithms for the automated 

diagnosis of MS using MRI data. In addition to outlining the current difficulties and potential avenues for future 

research, they talked about the most popular preprocessing methods. 

 

Finding the most effective approaches and strategies for MS diagnosis was the goal of Arani et al. [20]. The writers 

evaluated the effectiveness of those approaches to suggest the best one. They discovered that the most popular 

approaches for diagnosing multiple sclerosis (MS) are rule-based, fuzzy logic (FL), and artificial neural networks 

(ANN). They also noted the shortcomings of each of these approaches and suggested combining them to overcome 

their shortcomings and increase the diagnostic systems' accuracy. 

 

The following are just a few of the many ways that DL and ML have helped clinicians throughout the history of 

medicine: first, by identifying individuals who are at risk for the disease and warning them to avoid triggers; second, by 

accurately and early diagnosing the disease, which leads to the use of therapeutic agents that are known to delay the 

prognosis of the disease and thereby improve the quality of life of those patients; third, by predicting the progression of 

the disease from one mild type to another based on the analysis of various blood, cerebrospinal fluid (CSF), and 

radiological markers; and fourth, by forecasting the effectiveness of specific medications in preventing the disease's 

progression and treatment monitoring.  

 

Sarbaz et al. [21] created a decision support system (DSS) that uses a straightforward, noninvasive approach to identify 

MS patients who depend on balance disorders. Twenty healthy controls and fourteen MS patients were enrolled in that 

study. Every participant had a marking placed between their eyebrows on their forehead. After then, participants stood 

in front of a black background for three minutes while being videotaped. An image processing technique was used to 

examine and analyze the relocation of these markers. An ANN with a "tan-sigmoid" transfer function was employed. 

Finding the characteristics that demonstrated a substantial difference between the MS patients and the healthy controls 

was essential to feature extraction. 92.35% accuracy was attained by the ANN. 

 

Recently, MS was diagnosed using ensemble learning, a classification technique, with a noteworthy 94.91% accuracy 

rate. This study used DT-based ensemble learning for classification and 18 distinct GLCM features for feature 

extraction. AdaBoost, LogitBoost, and LPBoost were the three boosting techniques used to categorize MR pictures of 

healthy and diseased brains. From preprocessing to classification across a dataset of 293 images, the study's 

methodology stands out for its thorough approach and excellent performance metrics, proving its superiority over 

conventional neural network and wavelet transform techniques. [22] 

 

III. METHODOLOGY 

 

In this study, an open-source dataset from Kaggle was utilized, consisting of 547 samples to explore the relationships 

between clinical variables and the diagnosis of clinically definite multiple sclerosis (CDMS). The dataset contains 

patient data including demographic information, medical history, and various diagnostic test results. Each record 

provides detailed features such as age, schooling duration, gender, breastfeeding history, and test results from 

neurophysiological assessments like visual evoked potentials (VEP), brainstem auditory evoked potentials (BAEP), and 

somatosensory evoked potentials (SSEP). 

 

The dataset includes key diagnostic variables such as the age of the patient, measured in years, along with the time 

spent in formal education, represented by the number of years of schooling. Gender is coded as 1 for male and 2 for 

female, while breastfeeding history is categorized into yes, no, or unknown, with corresponding values of 1, 2, and 3. In 
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addition, the dataset includes information on whether the patient had a history of varicella, also known as chickenpox, 

which is recorded as positive, negative, or unknown. 

 

The dataset captures initial symptoms, such as whether they were visual, sensory, motor, or a combination thereof, 

along with neurophysiological test results like brainstem auditory evoked potentials (BAEP), visual evoked potentials 

(VEP), and somatosensory evoked potentials (SSEP) from the upper and lower limbs. Other important diagnostic 

results include the presence of oligoclonal bands in cerebrospinal fluid, periventricular MRI results, and findings from 

cortical, infratentorial, and spinal cord MRIs. Each sample is classified into one of two groups, representing patients 

with clinically definite multiple sclerosis (CDMS) or non-CDMS cases. 

 

The primary goal of this study is to apply machine learning techniques to predict the likelihood of CDMS based on 

these features, using decision tree-based algorithms to assess their diagnostic accuracy. 

 

 
 

Figure 1. MS Dataset 

 

In figure 1 shows the dataset what were used in classification of multiple sclerosis. The dataset used in this study, as 

displayed in the Figure 1, consists of 547 samples with 19 columns representing various clinical, demographic, and 

diagnostic features. Each row corresponds to a single patient record, where features include gender, age, schooling 

duration, breastfeeding history, varicella (chickenpox) history, and the nature of the initial symptoms experienced by 

the patient. The dataset also contains neurophysiological test results, such as the presence of oligoclonal bands, upper 

and lower limb somatosensory evoked potentials (LLSSEP and ULSSEP), visual evoked potentials (VEP), and 

brainstem auditory evoked potentials (BAEP). 

 

Further columns record MRI results, such as periventricular, cortical, infratentorial, and spinal cord MRI findings. The 

final columns represent the Expanded Disability Status Scale (EDSS) scores at the initial and final stages, which 

measure the level of disability in multiple sclerosis patients, and a grouping variable that categorizes patients into two 

groups: clinically definite multiple sclerosis (CDMS) and non-CDMS cases. These diverse features provide a rich 

dataset for analyzing the likelihood of a CDMS diagnosis using machine learning techniques. 
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IV. RESULTS AND DISCUSSION 

 

 
 

(a). Model’s Confusion Matrix using Subspace KNN Parameters 

 

 
 

(b.) Results of Subspace KNN and Parameters 

 

The matrix displays a strong initial performance with a high number of true negatives (250) and true positives (281). 

This suggests that the model is generally accurate in identifying both individuals who do not have sclerosis and those 

who do. However, a critical observation is the presence of 15 false positives, indicating that the model incorrectly 

classified 15 individuals as having sclerosis when they actually did not. This raises concerns about the potential 

consequences of such misdiagnoses, including unnecessary anxiety, further testing, and potentially harmful treatments. 

Crucially, the matrix lacks the value for false negatives, representing the number of individuals incorrectly classified as 

not having sclerosis when they do. This missing information hinders a complete assessment of the model's 

performance. False negatives in this context are particularly worrisome due to the potential for delayed diagnosis and 

treatment of MS, which can lead to disease progression and increased disability. The training process of Model 2 

yielded promising results. A high validation accuracy of 97.3% suggests that the model generalizes well to unseen data 

and is capable of accurately distinguishing between individuals with and without sclerosis. This is further supported by 

a relatively low total cost (validation) of 15, although the specific meaning of this metric requires further clarification. 
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The model exhibits impressive efficiency, with a prediction speed of approximately 1400 observations per second. This 

rapid processing capability is crucial for real-world applications where timely diagnosis is essential. Furthermore, the 

model boasts a compact size of approximately 2 MB, making it suitable for deployment across various platforms and 

devices. 

 

The training time of 16.42 seconds is notably short, indicating efficient learning despite the complexity of the ensemble 

approach. This efficiency can be attributed to the chosen hyperparameters and the inherent properties of the Subspace 

KNN algorithm. 

 

V.CONCLUSION 

 

This study investigated the application of a Subspace KNN ensemble model for the classification of multiple sclerosis 

(MS), specifically focusing on the differentiation between clinically definite multiple sclerosis (CDMS) and non-

CDMS cases. Utilizing a dataset comprising 547 patient records with 19 clinical, demographic, and diagnostic features, 

the model demonstrated promising results in terms of accuracy, efficiency, and training time. 

 

The Subspace KNN ensemble, with its unique approach of combining multiple k-nearest neighbors’ learners within 

specific subspaces of the data, achieved a high validation accuracy of 97.3%. This indicates the model's ability to 

effectively learn from the provided data and generalize well to unseen cases. The model's efficiency, with a prediction 

speed of ~1400 observations per second and a compact size of ~2 MB, further highlights its potential for real-world 

clinical applications where timely and accessible diagnosis is crucial. However, the analysis of the model's performance 

through a confusion matrix revealed critical aspects that require further consideration. While the model exhibited a high 

number of true positives and true negatives, the presence of 15 false positives raises concerns about the potential for 

misdiagnosis and its associated consequences, such as unnecessary anxiety, further testing, and potentially harmful 

treatments. More importantly, the absence of the false negative value in the confusion matrix hinders a complete 

assessment of the model's sensitivity, i.e., its ability to correctly identify individuals with CDMS. False negatives in this 

context are particularly significant due to the potential for delayed diagnosis and treatment, which can lead to disease 

progression and increased disability.The discrepancy between the high validation accuracy and the presence of false 

positives underscores the importance of a multifaceted evaluation approach that goes beyond relying solely on accuracy 

as a performance metric. A comprehensive assessment necessitates considering other metrics, such as sensitivity, 

specificity, and precision, to gain a holistic understanding of the model's strengths and weaknesses. The selection and 

fine-tuning of hyperparameters, including the number of learners, subspace dimension, and misclassification costs, play 

a crucial role in optimizing the model's performance and mitigating the risk of misclassifications. Future research 

should focus on systematically exploring the hyperparameter space to identify optimal settings that minimize both false 

positives and false negatives. Furthermore, incorporating cost-sensitive learning, where different costs are assigned to 

false positives and false negatives, can guide the model to prioritize the correct classification of individuals with 

CDMS, even if it leads to a slight increase in false positives. Analyzing feature importance can provide valuable 

insights into the model's decision-making process and potentially lead to the identification of new, more informative 

features. Evaluating the model on diverse datasets, including those with varying demographics and disease subtypes, 

can assess its generalizability and robustness across different populations. Finally, employing Explainable AI (XAI) 

techniques can enhance transparency and trust in the model's predictions by providing insights into its decision-making 

process. This is particularly important in medical applications where understanding the rationale behind a diagnosis is 

crucial for both clinicians and patients. In conclusion, the Subspace KNN ensemble model presents a promising 

approach for the detection of CDMS. However, addressing the challenges related to false positives and false negatives, 

through further research and refinement of the model, is essential to ensure its clinical utility and improve patient 

outcomes. By combining advanced machine learning techniques with a comprehensive evaluation strategy and a focus 

on explainability, researchers can pave the way for the development of accurate, reliable, and trustworthy tools for MS 

diagnosis and management. 
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