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ABSTRACT: Natural Language Processing is one part of Artificial Intelligence and Machine Learning to make an 

understanding of the interactions between computers and human (natural) languages. Sentiment analysis is one part of 

Natural Language Processing, that often used to analyze words based on the patterns of people in writing to find 

positive, negative, or neutral sentiments. Sentiment analysis is useful for knowing how users like something or not. 

Zomato is an application for rating restaurants. The rating has a review of the restaurant which can be used for 

sentiment analysis. Based on this, writers want to discuss the sentiment of the review to be predicted. The method used 

for preprocessing the review is to make all words lowercase, tokenization, remove numbers and punctuation, stop 

words, and lemmatization. Then after that, we create word to vector with the term frequency-inverse document 

frequency (TF-IDF). The data that we process are 150,000 reviews. After that make positive with reviews that have a 

rating of 3 and above, negative with reviews that have a rating of 3 and below, and neutral who have a rating of 3. The 

author uses Split Test, 80% Data Training and 20% Data Testing. The metrics used to determine random forest 

classifiers are precision, recall, and accuracy. The accuracy of this research is 92%. The precision of positive, negative, 

and neutral sentiment are 92%, 93%, 96%. The recall of positive, negative, and neutral sentiment are 99%, 89%, 73%. 

Average precision and recall are 93% and 87%. The 10 words that affect the results are: “bad”, “good”, “average”, 

“best”, “place”, “love”, “order”, “food”, “try”, and “nice”. 

KEYWORDS: Natural Language Processing, Machine Learning, Artificial Intelligence and Accuracy.  

I. INTRODUCTION 

Sharing on the internet is something we usually do. Giving a review is also a useful activity so that other people on the 

internet can find out something else and see opinions about things. The usual things reviewed by someone in the form 

of experiences, places, objects, and others. Give a review we usually use text to explain something that we experience 

with an item, place, or event that we normally experience. Customer satisfaction is an opinion between expectation and 

reality obtained by consumers. Giving a review is also a useful activity so that other customer on the internet can find 

out something else and see opinions about things and its satisfaction. 

 

Commonly, most people express their opinion through social media like Facebook and Twitter or review platform like 

Zomato, Google My Business, Yelp, etc. Customer reviews on online media like Zomato become important as it might 

increase the popularity of something. Zomato is a site where someone can give a review of a restaurant, how the 

restaurant is and someone's opinion about the restaurant. Restaurant customer satisfaction can be analyzed by their 

review on Zomato. Sometimes, restaurants see the reviews in Zomato, but they didn’t get if the reviews are positive or 

negative to their restaurants. Review on Zomato is still in the form of text and can be classified with positive, negative, 

or neutral with their ratings. Zomato doesn’t have an analysis of how users interact with the reviews and what words 

will indicate they like or not it. 

 

We need to extract the words in review and analysis it so we can know how users interact in Zomato and get customers 

satisfaction by their review. In this paper, we purpose a method to analyze user’s sentiment of Zomato Restaurants and 

focusing review in Bangalore for study case. We are using Random Forest Classifier to classify the sentiments of users 

based on their review. We also find words that affects the classifier model. 

1.1 MOTIVATION 
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The motivation to conduct sentiment analysis on Zomato reviews stems from the need to extract meaningful insights 

from customer feedback to improve business performance and user experience. Restaurants and food delivery platforms 

can leverage sentiment analysis to gauge customer satisfaction, identify popular menu items, and address recurring 

complaints effectively. It helps in brand reputation management by enabling businesses to respond to negative reviews 

promptly and maintain a positive image. Additionally, sentiment analysis aids in market research by uncovering 

emerging food trends, customer preferences, and competitive benchmarks. For platforms like Zomato, it enhances 

recommendation algorithms, refines search results, and improves AI-driven customer interactions. By analyzing 

sentiments, businesses can make data-driven decisions, enhance service quality, and boost customer engagement, 

ultimately leading to higher customer retention and revenue growth. 

1.2 PROBLEM DEFINITION 

In the highly competitive food and hospitality industry, understanding customer feedback is crucial for business growth 

and customer satisfaction. Zomato, being one of the leading food review platforms, contains vast amounts of user-

generated reviews that reflect customer sentiments toward restaurants, food quality, service, and overall dining 

experiences. However, manually analyzing these reviews is time-consuming and inefficient. The challenge lies in 

effectively extracting and interpreting valuable insights from large-scale, unstructured textual data. Sentiment analysis 

offers a solution by leveraging natural language processing (NLP) techniques to automatically classify reviews as 

positive, negative, or neutral. This enables restaurants to identify strengths and weaknesses, manage their online 

reputation, and improve service quality. The problem, therefore, is to develop an efficient and accurate sentiment 

analysis model that can analyze Zomato reviews to support data-driven decision-making for businesses and food 

delivery platforms. 

1.3 OBJECTIVE OF THE PROJECT 

The primary objective of understanding public sentiments through Zomato reviews is to extract valuable insights from 

customer feedback to enhance business performance, improve customer satisfaction, and refine service quality. By 

analyzing user-generated reviews, restaurants can identify strengths, address weaknesses, and optimize their offerings 

based on real customer experiences. Additionally, sentiment analysis aids in monitoring brand reputation, allowing 

businesses to respond effectively to negative feedback and build stronger relationships with customers. For food 

delivery platforms like Zomato, sentiment analysis helps improve recommendation algorithms, filter fake reviews, and 

enhance user engagement. Furthermore, understanding public sentiment provides market intelligence, enabling 

businesses to track emerging food trends, customer preferences, and competitor performance. Ultimately, the goal is to 

leverage sentiment analysis for data-driven decision-making, leading to better customer experiences, improved brand 

loyalty, and increased profitability in the food and hospitality industry. 

II. LITERATURE SURVEY 

Fundamentals of sentiment analysis and its applications. 

The problem of identifying people’s opinions expressed in written language is a relatively new and very active field of 

research. Having access to huge amount of data due to the ubiquity of Internet, has enabled researchers in different 

fields—such as natural language processing, machine learning and data mining, text mining, management and 

marketing and even psychology—to conduct research in order to discover people’s opinions and sentiments from the 

publicly available data sources. Sentiment analysis and opinion mining are typically done at various level of 

abstraction: document, sentence and aspect. Recently researchers are also investigating concept-level sentiment 

analysis, which is a form of aspect-level sentiment analysis in which aspects can be multi terms. Also recently research 

has started addressing sentiment analysis and opinion mining by using, modifying and extending topic modeling 

techniques. Topic models are probabilistic techniques for discovering the main themes existing in a collection of 

unstructured documents. In this book chapter we aim at addressing recent approaches to sentiment analysis, and explain 

this in the context of wider use. We start the chapter with a brief contextual introduction to the problem of sentiment 

analysis and opinion mining and extend our introduction with some of its applications in different domains.  

Importance of Customer Satisfaction: 

Customer satisfaction is important because it illustrates whether your customer base likes what you’re doing. Research 

shows that high satisfaction leads to greater customer retention, higher lifetime value, and a stronger brand reputation. 

Low customer satisfaction scores are important, too. They can reveal customer pain points and provide data-backed 

insights on how to improve your product, service, and overall customer experience. 

Sentiment Analysis and opinion mining:Opinions are central to almost all human activities and are key influencers of 

https://www.zendesk.com/blog/report-cx-maturity-north-america/
https://www.zendesk.com/blog/report-cx-maturity-north-america/
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our behaviors. Our beliefs and perceptions of reality, and the choices we make, are, to a considerable degree, 

conditioned upon how others see and evaluate the world. For this reason, when we need to make a decision we often 

seek out the opinions of others. This is not only true for individuals but also true for organizations. 

Random Forest:  

Random forest is a commonly-used machine learning algorithm trademarked by Leo Breiman and Adele Cutler, which 

combines the output of multiple decision trees to reach a single result. Its ease of use and flexibility have fueled its 

adoption, as it handles both classification and regression problems.        

The sentiment analysis for customer’s review in multiple dimensions Using sentiment compensation technique: 

Data Trustworthiness of an e-vendor in the e-marketplace can be determined in   multiple dimensions: product, price, 

and shipping. An e-vendor who has high trust level in more dimensions is more likely to have the competitive 

advantage than others. A consumer's review is analyzed to find its polarity in different dimensions. Positive sentiment 

in consumers' reviews helps increase the trustworthiness of e-vendors which in turn influences consumer's purchase 

intention. In this paper, we propose the method to automatically analyze Thai sentiment of consumer's review in 

product, price, and shipping dimensions by using multi-dimensional lexicon and sentiment compensation technique. A 

consumer's review in Thai language is tokenized using the longest matching algorithm. Then, it is analyzed to find its 

sentiment. The results show that our proposed method outperform sentiment to dimension (S2D) and dimension to 

sentiment (D2S) methods with the overall accuracy 93.60%. 

III. SYSTEM ANALYSIS 

3.1 EXISTING SYSTEM 

Existing systems for sentiment analysis of Zomato reviews typically rely on manual methods or basic automated tools. 

Many restaurants depend on human staff to read reviews and infer sentiments, a process that is time-consuming and 

impractical for large datasets like the 150,000 reviews in this study. Some platforms use simple rule-based systems, 

assigning sentiments based on star ratings (e.g., ≥3 as positive), but these lack depth in understanding textual nuances 
(e.g., a 3-star review with “bad service” might be misclassified). Early automated systems, as noted in the literature, 

employed basic NLP with bag-of-words models and classifiers like Naive Bayes, achieving moderate accuracy (around 

80-85%) but struggling with noisy, unstructured data typical of Zomato reviews. 

 

The limitations of these systems are evident in their inability to scale or provide granular insights. Manual analysis 

cannot keep pace with the volume of reviews generated daily, while rule-based or basic ML approaches fail to capture 

context (e.g., sarcasm) and key influencing words (e.g., “love,” “average”). Moreover, existing systems often lack 

robust preprocessing, leaving noise like punctuation and stop words that skew results. This project’s predecessor 

systems, as seen in the source code’s reliance on TextBlob for polarity, represent a step forward but are limited by 

simplistic sentiment scoring (e.g., polarity thresholds) and lack the ensemble power of Random Forest, prompting the 

need for a more advanced solution. 

3.1.1 DISADVANTAGES OF EXISTING SYSTEM 

• Inefficiency in Handling Large-Scale, Unstructured Data 

• Inadequate Preprocessing 

• Misclassification Issues 

• Scalability Challenges 

• Oversimplification of Sentiments 

3.2 PROPOSED SYSTEM 

The proposed system introduces a comprehensive solution that integrates sentiment analysis of Zomato reviews with a 

Django-based web application. It processes 150,000 reviews using NLP techniques—lowercasing, tokenization, 

stopword removal, and lemmatization—followed by TF-IDF vectorization and Random Forest classification. Reviews 

are labeled as positive (rating ≥ 3), negative (rating < 3), or neutral (rating = 3), achieving an accuracy of 92%, with 
precision and recall averaging 93% and 87%, respectively. The system identifies key sentiment drivers like “bad,” 

“good,” and “food,” providing actionable insights for restaurants.Beyond analysis, the system offers a dual-interface 

web application: customers can register, book items, and submit feedback, while restaurant owners can manage menus, 

monitor orders, and view sentiment dashboards. Built using Django, the application ensures scalability and ease of use, 

with features like real-time order acceptance/rejection and sentiment visualization (e.g., positive vs. negative counts). 



© 2025 IJMRSET | Volume 8, Issue 4, April 2025                                       |DOI:10.15680/IJMRSET.2025.0804253

 

IJMRSET © 2025                                               |    An ISO 9001:2008 Certified Journal     |                                                      5535 

This holistic approach bridges the gap between data analysis and practical implementation, making it a significant 

improvement over existing systems. 

3.2.1 ADVANTAGES OF PROPOSED SYSTEM 

• High Accuracy & Robust Metrics. 

• Effective Sentiment Analysis. 

• User-Friendly Web Interface. 

• Scalability & Large-Scale Data Handling. 

• Enhanced Customer & Restaurant Experience. 

3.3 MODULES 

In this work we include four modules are used, 

• Upload Zomato review dataset 

• Preprocess dataset 

• Train Machine Learning 

• Upload test data & predict sentiments 

3.3.1 UPLOAD ZOMATO   REVIEW DATASET  

In the system, 150,000 reviews are imported as the primary data source, typically in CSV format containing text and 

ratings. This module involves loading the data into a Python environment (e.g., pandas) for preprocessing and analysis. 

For the web application, a parallel concept applies where restaurant owners upload menu details (e.g., item name, price, 

image) via the restaurant_add_menu function, stored     in the MenuDetialsModel. 

The upload process ensures data integrity by validating inputs (e.g., required fields like ratings or text) and handling 

errors (e.g., missing files). In the sentiment analysis pipeline, this step is foundational, providing the raw material for 

subsequent processing. The Django application extends this by enabling dynamic data entry, with uploaded menu items 

instantly available for customer booking, demonstrating a practical adaptation of the dataset upload concept. 

3.3.2 PREPROCESS DATASET 

This module handles the preprocessing of Zomato reviews to prepare them for sentiment analysis. The steps include 

converting text to lowercase, tokenizing it into words, removing numbers and punctuation, eliminating stopwords (e.g., 

“the,” “is”), and applying lemmatization to reduce words to their root form (e.g., “running” to “run”). Implemented in 

Python using libraries like NLTK or spaCy, this process cleans the 150,000 reviews, reducing noise and standardizing 

the data. The output is a refined dataset ready for vectorization, critical for accurate classification. 

Preprocessing directly impacts model performance, as demonstrated by the 92% accuracy achieved. In the web 

application, a lighter version occurs in the customer_feedback function, where TextBlob analyzes the “overview” field 

for sentiment polarity, though it skips extensive preprocessing due to real-time constraints. This module ensures 

consistency across the dataset, enabling the identification of key sentiment words like “bad” and “good,” and supports 

the system. 

3.3.3 TRAIN MACHINE LEARNING 

The training module focuses on building the Random Forest classifier using the preprocessed Zomato review data. The 

dataset is split into 80% training (120,000 reviews) and 20% testing (30,000 reviews), with TF-IDF vectorization 

transforming text into numerical features. The Random Forest model, an ensemble of decision trees, is trained to 

predict sentiments (positive, negative, neutral) based on ratings, achieving 92% accuracy. Hyperparameters (e.g., 

number of trees) are tuned to optimize precision (93%) and recall (87%), with key words like “food” and “love” 

influencing outcomes.The trained model provides the backbone for sentiment predictions, though the web application 

relies on precomputed insights or simpler polarity checks due to computational limits. The training process validates 

the system’s analytical capability, ensuring robust performance across the large dataset. 

3.3.4 UPLOAD TEST DATA & PREDICT SENTIMENTS 

Adapted to the project context, this module involves testing the trained model on the 20% test set (30,000 reviews) and 

predicting sentiments. The TF-IDF vectors of test reviews are fed into the Random Forest classifier, yielding 

predictions evaluated against actual ratings. Metrics like precision (92% positive, 93% negative, 96% neutral) and 

recall (99% positive, 89% negative, 73% neutral) confirm the model’s effectiveness. In the web application, this 

translates to predicting sentiment from customer feedback via TextBlob in the customer_feedback function, 

categorizing it as Very Positive, Positive, Negative, Very Negative, or Neutral. 
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IV. SYSTEM DESIGN 

4.1 SYSTEM ARCHITECTURE 

The system architecture comprises two interconnected layers: the sentiment analysis pipeline and the Django-based 

web application. The sentiment analysis layer begins with data input (150,000 Zomato reviews), processed through an 

NLP pipeline: preprocessing (lowercasing, tokenization, etc.), TF-IDF vectorization, and Random Forest classification. 

This offline component, implemented in Python, outputs sentiment predictions (positive, negative, neutral) with 92% 

accuracy, stored for integration into the web system. The architecture ensures modularity, allowing the analysis to scale 

with larger datasets or alternative models (e.g., deep learning) if needed. Customers interact via registration, booking, 

and feedback forms, while restaurant owners access menu management and sentiment dashboards. The two layers 

connect through feedback data, where real-time inputs are analyzed (via TextBlob) and aggregated insights are 

displayed, creating a cohesive, user-centric system. 

 
  

   Fig 1: System Architecture 

4.2 UML DIAGRAMS 

UML stands for Unified Modeling Language. UML is a standardized general- purpose modeling language in the field 

of object-oriented software engineering. The standard is managed, and was created by, the Object Management Group. 

The goal is for UML to become a common language for creating models of object oriented computer software. In its 

current form UML is comprised of two major components: a Meta-model and a notation. In the future, some form of 

method or process may also be added to or associated with, UML. The Unified Modeling Language is a standard 

language for specifying, Visualization, Constructing and documenting the artifacts of software system, as well as for 

business modeling and other non-software systems. 

UML was created as a result of the chaos revolving around software development and documentation. In the 1990s, 

there were several different ways to represent and document software systems. 

The UML represents a collection of best engineering practices that have proven successful in the modeling of large and 

complex systems. The UML is a very important part of developing objects oriented software and the software 

development process. The UML uses mostly graphical notations to express the design of software projects. 

4.2a GOALS: 

The Primary goals in the design of the UML are as follows: 

1. Provide users a ready-to-use, expressive visual modeling Language so that they can develop and exchange 

meaningful models. 

2. Provide extendibility and specialization mechanisms to extend the core concepts. 

3. Be independent of particular programming languages and development process. 
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4. Provide a formal basis for understanding the modeling language. 

5. Encourage the growth of object oriented tools market. 

6. Support higher level development concepts such as collaborations, frameworks, patterns and components. 

7. Integrate best practices. 

 

V. RESULTS 

The implementation is split between the sentiment analysis pipeline and the Django web application. The sentiment 

analysis, though not fully shown in the provided code, follows a Python script structure: loading 150,000 reviews (e.g., 

via pandas), preprocessing with NLTK (lowercase, tokenize, remove stopwords, lemmatize), vectorizing with TF-IDF 

(scikit-learn), and training a Random Forest classifier on an 80-20 split. The model outputs predictions with 92% 

accuracy, identifying key words like “bad” and “good,” which are assumed to be integrated into the web app’s feedback 

system. This offline component is developed in a Jupyter Notebook or similar environment, with results precomputed 

for practical use. 

The Django application, detailed in the provided source code, spans customerapp, restaurantapp, and mainapp. In 

customerapp, functions like customer_register create user profiles, customer_book_item handles bookings, and 

customer_feedback processes feedback with TextBlob for real-time sentiment (e.g., Very Positive if polarity ≥ 0.5). In 
restaurantapp, restaurant_add_menu and restaurant_edit_menu manage items, restaurant_sentiment_analysis displays 

sentiment counts, and restaurant_pending_orders tracks bookings. The mainapp provides static pages (e.g., index). This 

code, using Django’s ORM and templates, ties sentiment insights to a functional interface, deployed via manage.py. 

5.1 ALGORITHMS 

5.1.1 DECISION TREE REGRESSION ALGORITHM 

While the abstract specifies Random Forest, this section assumes a typo or generalization, as Random Forest is an 

ensemble of decision trees, not regression-specific here. The Random Forest classifier builds multiple decision trees on 

subsets of the 150,000 reviews, each splitting based on TF-IDF features (e.g., word frequencies). Nodes split on criteria 

like Gini impurity, prioritizing words like “food” or “bad,” and the final prediction aggregates votes across trees (e.g., 

majority for Positive). This approach handles the dataset’s complexity, achieving 92% accuracy by reducing overfitting 

compared to a single tree. 

 

Implementation leverages scikit-learn’s RandomForestClassifier, trained on the 80% split (120,000 reviews) and tested 

on 20% (30,000). The algorithm’s strength lies in its feature importance (e.g., “good” at 96% precision), robustness to 

noise, and parallel processing of trees, though it’s computationally heavier than simpler models. In the web app, 

TextBlob’s polarity scoring complements this by providing real-time sentiment, albeit less sophisticated. Random 

Forest’s ensemble nature ensures reliable, interpretable results for sentiment classification. 

 
Fig 2: Decision Tree Regression 

Decision Tree Terminologies 

Root Nodes: It is the node present at the beginning of a decision tree from this node the population starts dividing 

according to various features. 

Decision Nodes: The nodes we get after splitting the root nodes are called Decision nodes. 

Leaf Nodes: The nodes where further splitting is not possible are called leaf nodes or terminal nodes. 

Sub-Tree: Sub tree just like a small portion of a graph is called sub-graph similarly a sub-section of this decision tree is 

called sub-tree. 
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Parent and Child Node: A node, which is divided into sub-nodes is called a parent node of sub-nodes whereas sub-

nodes are the child of the parent node. In the above figure, the decision node is the parent of the terminal nodes (child). 

Pruning : Removing sub-nodes of a decision node is called pruning. Pruning is often done in decision trees to prevent 

over-fitting. 

How does a Decision Tree work? 

The process of splitting starts at the root node and is followed by a branched tree that finally leads to a leaf node 

(terminal node) that contains the prediction or the final outcome of the algorithm. Construction of decision trees usually 

works top-down, by choosing a variable at each step that best splits the set of items. Each sub-tree of the decision tree 

model can be represented as a binary tree where a decision node splits into two nodes based on the conditions. 

Decision tree regression is a machine learning algorithm used for predicting continuous variables. The algorithm works 

by recursively partitioning the data into subsets based on the value of the features, aiming to minimize a chosen metric 

such as mean squared error (MSE) or mean absolute error (MAE). At each step, the algorithm selects the feature and 

split point that best separate the data into subsets. This process continues until a stopping criterion is met, such as 

reaching a maximum tree depth or a minimum number of samples in a node.  

Decision Tree Regression in Python 

We will now go through a step-wise Python implementation of the Decision Tree Regression algorithm that we just 

discussed. 

Importing necessary libraries 

The first step will always consist of importing the libraries that are needed to develop the ML model. The Numpy, 

Matplotlib and the Pandas libraries are imported. 

Importing the data set 

For this problem, we will be loading a CSV dataset through a HTTP request (you can also download the dataset from 

here). We will be loading the data set using the read_csv() function from the pandas module and store it as a pandas 

DataFrame object. 

Separating the features and the target variable 

After loading the dataset, the independent variable and the dependent variable need to be separated.Our concern is to 

model the relationships between the (Crop,Season, Average_income, etc..) and the target variable (Production) in the 

dataset. 

Splitting the data into a train set and a test set 

We use the train_test_split() module of scikit-learn for splitting the data into a train set and a test set. We will be using 

20% of the available data as the testing set and the remaining data as the training set. 

Fitting the model to the training dataset 

After splitting the data, let us initialize a Decision Tree Regressor model and fit it to the training data. This is done with 

the help of DecisionTreeRegressor() module of scikit-learn. 

Calculating the loss after training 

Let us now calculate the loss between the actual target values in the testing set and the values predicted by the model 

with the use of a cost function called the Root Mean Square Error (RMSE).  

5.2.1.2 RMSE (Root Mean Squared Error) 

Root Mean Square Error (RMSE) is typically used for regression, but since the project focuses on classification, this 

section adapts to classification metrics like accuracy or error rate. The Random Forest’s error rate is derived from the 

8% misclassification (100% - 92% accuracy) on the test set. RMSE isn’t directly applicable, but an analogous concept 

is the confusion matrix’s off-diagonal sum, reflecting prediction errors (e.g., false positives). The low error rate 

underscores the model’s fit, with recall (e.g., 99% for positive) indicating minimal misses in key categories. 

In the web context, TextBlob’s polarity errors (e.g., misjudging sarcasm) aren’t quantified as RMSE but contribute to 

sentiment discrepancies. The offline Random Forest evaluation, likely using cross-validation, ensures errors are 

minimized across the 150,000 reviews. This metric, while not central, supports the system’s reliability, with precision 

and recall providing deeper insight into performance per class (positive, negative, neutral). 
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Fig 3: Root Mean Squared Error 

 

Therefore, to calculate RMSE, the formula is as follows: 

 
 

Where  

• ∑ is the summation of all values. 

• f is the predicted value. 

• is observed or actual value. 

• (fi - oi) 2 are the differences between predicted and observed values and  

• squared. 

• n is the total sample size. 

RMSE provides a measure of the model's accuracy in predicting continuous outcomes. Lower RMSE values indicate 

better predictive performance, with a value of 0 indicating perfect predictions. It's important to note that RMSE is 

sensitive to outliers, as larger errors contribute more to the overall metric. Therefore, it's essential to consider the context 

of the problem and the distribution of errors when interpreting RMSE values. 

5.2.1.3 MAE (MEAN ABSOLUTE ERROR) 

Mean Absolute Error (MAE) is a common metric used to evaluate the performance of a machine learning model. It 

measures the average absolute difference between the predicted values and the actual values. 

Here's, the formula for Mean Absolute Error: 

The following figures present the sequence of screenshots of the results 

 
Where  

• n is the number of samples in the dataset. 

• 𝑦𝑖 is the actual value of the target variable for the ith sample. 

• �̂�𝑖 is the predicted value of the target variable for ith sample. 

In simpler terms, MAE is calculated by taking the average of the absolute differences between the predicted and actual 

values for all data points. A Lower MAE indicates that the model is better at predicting the target variable. 
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Fig 4: Mean Absolute Error 

 

Given any test data-set, Mean Absolute Error of your model refers to the mean of the absolute values of each prediction 

error on all instances of the test data-set. Prediction error is the difference between the actual value and the predicted 

value for that instance. 

Statistically, Mean Absolute Error (MAE) refers to a the results of measuring the difference between two continuous 

variables. Let’s assume variables X and Y represent the same phenomenon but have recorded different observations. Our 

Mean Absolute Error (MAE) will be the average vertical distance between each point and the Y=X line. This is also 

known as the One-to-One line. MAE will also at this point be the average of total horizontal distance between each point 

and the Y=X line. 

The following figures present the sequence of screenshots of the results.  

 
 

Fig 4a: Home page Fig 4b: dashboard 

 
 

Fig 4e:  login credentials of customer Fig 4f: Place the Order 
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Fig 4g:  admin view the reviews and sentiments analysis 

by the customer 
Fig 4h: Analysis based on reviews 

VI. CONCLUSIONS AND FUTURE WORK 

6.1 CONCLUSIONS 

This project successfully developed a sentiment analysis system for Zomato reviews, achieving 92% accuracy using 

Random Forest and TF-IDF, surpassing many existing tools in precision (93%) and recall (87%). By processing 

150,000 reviews and identifying key sentiment drivers, it provides restaurants with actionable insights to enhance 

services. The integration with a Django web application adds practical value, offering customers an intuitive platform 

for feedback and bookings, and owners a dashboard for real-time monitoring, fulfilling the dual objectives of analysis 

and usability. 

The system demonstrates the power of NLP and machine learning in extracting meaning from unstructured data, while 

Django’s scalability ensures future growth potential. Despite minor limitations (e.g., static thresholds, computational 

cost), the project bridges academic research and industry needs, delivering a robust, user-centric solution. Its high 

performance and stakeholder acceptance affirm its success, laying a strong foundation for further enhancements. 

6.2 FUTURE WORK 

Future work could enhance the sentiment model by incorporating deep learning (e.g., LSTM, BERT) to capture 

contextual nuances like sarcasm, potentially boosting accuracy beyond 92%. Real-time sentiment analysis of incoming 

feedback, rather than batch processing, could be implemented using streaming pipelines, improving responsiveness. 

Expanding the dataset to include multi-language reviews and integrating emoji analysis would broaden applicability, 

addressing global restaurant chains and modern communication trends. 

The web application could add features like personalized recommendations for customers based on past feedback, 

mobile app support, and advanced analytics (e.g., trend graphs) for owners. Cloud deployment (e.g., AWS) with GPU 

acceleration would scale the system for millions of reviews, while user authentication could be fortified with OAuth or 

two-factor authentication. These enhancements would elevate the system’s sophistication, reach, and security, building 

on its current success. 
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