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ABSTRACT: Iron ore price forecasting is crucial for industries engaged in steel production, commodity trading, and 

infrastructure planning[1]. Due to the volatility of iron ore prices, accurate forecasting models are essential for effective 

decision-making, risk management, and financial planning[6][7]. This study leverages the CRISP-ML(Q) 

methodology to systematically analyze and predict iron ore prices using historical data collected from January 2020 

to March 2025. The dataset underwent extensive preprocessing, including missing value imputation through forward 

fill (ffill) and backward fill (bfill) techniques and outlier treatment using Winsorization to ensure data integrity. 

Various univariate time series models were explored, including Moving Average, ARIMA, and Holt-Winters 

Exponential Smoothing. Among these, the Holt-Winters Exponential Smoothing model with an additive trend 

and additive seasonality provided the most accurate results, achieving a Mean Absolute Percentage Error (MAPE) 

of 5% on the test set[4]. The findings demonstrate the potential of advanced time series forecasting techniques in 

predicting iron ore price trends with high accuracy, benefiting industries reliant on commodity price 

fluctuations[2][5]. Future research can enhance this model by integrating external macroeconomic indicators, machine 

learning techniques, and real-time data for improved forecasting precision. 

KEYWORDS: Iron Ore Price Forecasting, Time Series Analysis, Holt-Winters Model, Exponential Smoothing, 

CRISP-ML(Q), MAPE, Data Preprocessing, Commodity Market Prediction 

I. INTRODUCTION 

Precise forecasting of iron ore prices is essential for industries that rely on this crucial commodity, including steel 

manufacturing, construction, and global trade markets. The volatile nature of iron ore prices, driven by 

macroeconomic factors, geopolitical influences, and industrial demand, makes it imperative for businesses to adopt 

data-driven strategies for procurement and investment planning. Effective predictive modeling helps in mitigating 

risks, optimizing supply chains, and ensuring financial stability in fluctuating market conditions. 

This research paper aims to develop an intelligent forecasting system capable of accurately predicting iron ore price 

trends. By leveraging advanced time series analysis, businesses can proactively respond to price variations and 

enhance their resource allocation strategies[2][5]. The iron ore industry is subject to continuous market shifts, 

requiring a systematic approach to analyzing historical pricing data and recognizing key influencing patterns. To 

achieve this, a comprehensive dataset spanning from 2020 to 2024 has been examined to extract insights into 

pricing trends, seasonal variations, and long-term patterns. 

A data-driven forecasting framework is introduced in this study, utilizing statistical modeling and machine 

learning algorithms to improve the accuracy of iron ore price predictions. The proposed system follows the Cross-
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Industry Standard Process for Machine Learning with Quality Assurance (CRISP-ML(Q)) methodology, 

ensuring a structured and reliable approach to model development[6]. 

 

Fig. 1: The CRISP-ML(Q) Framework (Source: Mind Map - 360DigiTMG) 

This methodology[Fig. 1] outlines the step-by-step process of machine learning implementation, beginning with 

data acquisition from various sources, followed by preprocessing techniques such as missing value imputation, 

outlier treatment, and feature selection. The selected dataset undergoes exploratory data analysis (EDA) to 

uncover key insights before model training and evaluation. Several univariate time series models, including 

Exponential Smoothing and Holt-Winters methods, are implemented and assessed based on forecasting accuracy 

metrics. The final stage involves deploying the trained model for real-time price forecasting, providing industries 

with actionable insights for better decision-making[5]. 

 

Fig 2 Architecture Diagram Showing the Flow of the Entire Project with Detailed Information (Source: 

Https://360digitmg.Com/Ml-Workflow) 

 

https://360digitmg.com/Ml-Workflow
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II. METHODS AND METHODOLOGY 

 

 Data Collection 

The dataset was sourced from historical iron ore price records, specifically focusing on business days data to ensure 

consistency and avoid non-trading days. Data was collected from publicly available financial and commodity market 

sources, covering daily price movements over an extended period. By excluding weekends and holidays, the dataset 

accurately represented real market activity and reduced noise from non-trading days[6]. 

2. Data Preprocessing 

To enhance data quality and ensure uniformity, several preprocessing techniques were applied: 

● Handling Missing Values: Since the dataset only contained business days, missing values were minimal. 

However, any gaps due to holidays were handled using forward-fill interpolation to maintain a smooth time 

series. 

 

● Outlier Detection and Removal: Z-score analysis and the IQR (Interquartile Range) method were used to 

identify and mitigate extreme fluctuations that could distort model performance[7]. 

 

● Date-Time Formatting: The timestamps were standardized to align with business days, ensuring no 

inconsistencies in date indexing. 

 

3. Exploratory Data Analysis (EDA) 

EDA was conducted to uncover key trends and patterns in the dataset: 

● Trend Analysis: Moving averages and rolling statistics were plotted to visualize long-term price movements. 
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● Seasonality Detection: Time series decomposition was performed to separate trend, seasonal, and residual 

components. 

 

 

● Autocorrelation Analysis: ACF (Autocorrelation Function) and PACF (Partial Autocorrelation 

Function) plots were used to detect dependencies in price fluctuations[7]. 
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● Histogram and Boxplots: These were examined to understand price distributions and identify any anomalies 

in business day data. 
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4. Model Building 

Several time series forecasting models were trained and evaluated[3]: 

Holt-Winters Exponential Smoothing – capturing both trend and seasonality. 

ARIMA (AutoRegressive Integrated Moving Average) – applied after differencing to make the data stationary[1]. 

SARIMA (Seasonal ARIMA) – incorporating seasonal dependencies observed in business day data. 

LSTM (Long Short-Term Memory Networks) – leveraging deep learning for complex pattern recognition. 

Prophet Model – designed for handling trend and seasonality in business-related time series. 

 

Each model was tuned to optimize performance for the given business days dataset. 

5.Hyperparameter Tuning 

The best-performing model in our study was the Holt-Winters Additive Seasonality Model, which achieved the 

lowest Test MAPE of 5%. The following hyperparameters were optimized to achieve this result: 

● Seasonal Period: 252 days (Yearly seasonality) 

 

● Trend Component: Additive 

 

● Seasonal Component: Additive 

 

These hyperparameter settings allowed the model to capture long-term trends and seasonal variations effectively, 

leading to superior forecasting accuracy[2][5]. 

 

6. Model Selection 

After rigorous evaluation, the Holt-Winters Exponential Smoothing model was selected as the best-performing 

approach. It effectively captured both trend and seasonality, making it the most accurate model for forecasting iron 

ore prices based on business day patterns[4]. 

7. Model Evaluation 

To assess model performance, multiple error metrics were calculated: 

● Mean Absolute Percentage Error (MAPE) – the primary metric for accuracy[1]: 
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The final model achieved a MAPE of 5% on test data, demonstrating its robustness in predicting iron ore prices based 

on business days. 

8. Deployment 

The trained model was deployed using Streamlit, providing an intuitive and interactive web interface for real-time 

forecasting. The deployment enabled users to input parameters, view trend predictions, and make data-driven decisions 

efficiently. The web-based tool ensured seamless access and usability, allowing for quick insights into iron ore price 

movements. 

III. RESULTS AND DISCUSSION 

 

Fig.3 Train and Test MAPE of all different time Models and highlighted best model by green color 

The performance of various time series forecasting models was evaluated using the Mean Absolute Percentage Error 

(MAPE)[5]. The dataset consisted of business days data, and the last three months of data were used for testing, 

while the remaining data was used for training. The results are summarized in the table below, comparing models based 

on their ability to generalize to test data. 

The Holt-Winter Additive Seasonality Model achieved the lowest test MAPE of 5.81%, indicating strong predictive 

accuracy[Fig.3 ]. This model effectively captured seasonal variations in the data, making it well-suited for forecasting. 

In contrast, simpler models like the Quadratic Model and Additive Seasonality Model had higher test errors 

(21.01% and 20.15%, respectively), indicating weak generalization. The SES and Holt models had very low training 

error but performed poorly on test data, suggesting overfitting. 
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Since the last three months of data were used for testing, the results indicate that the Holt-Winter Additive 

Seasonality Model is the most reliable for forecasting recent trends. 

Future Scope: 

The univariate iron ore forecasting model developed in this research demonstrates promising results in predicting price 

trends based on historical data. However, there are several areas for potential improvement and future exploration: 

1. Incorporating External Factors – Future studies can explore the impact of macroeconomic indicators, 

geopolitical events, and market demand-supply dynamics on iron ore prices. 

 

2. Exploring Advanced Time Series Models – Techniques like LSTMs, Transformers, or hybrid models could 

be tested to improve predictive accuracy and capture complex temporal dependencies. 

 

3. Enhancing Model Robustness – Investigating different smoothing techniques and anomaly detection 

methods could improve the model's ability to handle sudden price fluctuations. 

 

4. Real-Time Forecasting – Implementing a real-time forecasting system with automated updates can enhance 

its applicability for industry stakeholders. 

 

5. Multi-Step Forecasting – Extending the model to predict price movements over longer horizons (weekly, 

monthly) instead of short-term daily forecasting can improve its strategic value. 

 

6. Deployment and Industrial Application – Scaling the model for real-world usage, such as integrating it into 

business intelligence systems or cloud platforms, would make it more accessible to industry professionals. 
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IV. CONCLUSION 

This research successfully demonstrates a time series-based forecasting approach for predicting iron ore prices using 

historical business day data. Through comprehensive data preprocessing, exploratory data analysis, and evaluation of 

various forecasting models, the Holt-Winters Exponential Smoothing model emerged as the most effective, delivering 

the lowest MAPE during both training and testing phases. The model's ability to capture seasonality and trends in the 

iron ore market proves valuable for anticipating future price movements. The deployment of the model using Streamlit 

also ensures user-friendly access for stakeholders. Overall, this study provides a robust framework for iron ore price 
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forecasting and lays the groundwork for further enhancement through the integration of external factors and advanced 

machine learning techniques in future research. 
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