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ABSTRACT: The hiring process is evolving with artificial intelligence (AI) automating mock interviews to enhance 
job seekers’ preparedness. This paper presents an AI-driven mock interview platform that integrates natural language 
processing (NLP) for evaluating responses, computer vision for behavioral analysis, and deep learning for real-time 
feedback. The system is built using Django, Google Gemini AI, and OpenCV, providing an interactive, self-
improving interview experience. Experimental results show that candidates using the system improved their interview 
performance by 40%. This research demonstrates AI's potential to revolutionize career readiness and recruitment 
processes. 
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I. INTRODUCTION 

 

The hiring process is undergoing rapid digital transformation, with AI assisting in candidate screening, automated 
interviews, and performance analysis. Traditional interview preparation methods lack personalized feedback, making it 
challenging for job seekers to improve their skills effectively. This paper introduces an AI-driven mock interview 
system designed to evaluate candidates using natural language processing (NLP) and computer vision techniques. The 
system simulates real-world interview scenarios and provides AI-generated feedback based on verbal responses and 
non-verbal cues. 
1.1 Research Motivation 

• Existing mock interviews are static and lack adaptive AI-driven insights. 
• AI-powered job preparation can enhance candidate confidence and readiness. 

1.2 Objectives 

• Generate AI-based interview questions using Gemini AI. 
• Evaluate responses using NLP and sentiment analysis. 
• Analyze body language, facial expressions, and eye movement using OpenCV. 
• Provide real-time, AI-driven feedback for interview improvement. 

 

II. SYSTEM DESIGN & DEVELOPMENT 

 

2.1 System Overview 

The proposed system consists of: 
1. Frontend: HTML, CSS, Tailwind CSS, JavaScript. 
2. Backend: Django REST Framework (Python). 
3. Database: Mysql 
4. AI Models: 

o Google Gemini AI: Generates domain-specific questions. 
o BERT NLP Model: Evaluates answer correctness & sentiment. 
o OpenCV & MediaPipe: Analyze facial expressions, posture, and gaze tracking. 

2.2 Data Collection &Preprocessing 

The system collects speech & video data during the interview. 

1. Speech Recognition: Converts voice to text for NLP analysis. 

2. Facial Recognition: Detects microexpressions (e.g., stress, confidence). 

3. Posture Analysis: Tracks body movements & engagement level. 
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Table 1: AI Components and Functions 

 

Component Function 

Gemini AI 
 

Generates dynamic 

interview questions 

OpenCV & MediaPipe Detects facial 

expressions & posture 

SpeechRecognition API Converts voice to text 
 

 

III. IMPLEMENTATION 

 

3.1 AI-Based Question Generation 

Gemini AI generates job-specific questions based on experience level: 

Python 

import google.generativeai as genai 

def generate_questions(job_title, experience_level, num_questions): 

genai.configure(api_key="YOUR_GEMINI_API_KEY") 

prompt = f"Generate {num_questions} interview questions for a {experience_level}-level {job_title}." 

model = genai.GenerativeModel("gemini-pro") 

response = model.generate_content(prompt) 

return response.text.split("\n") 

 

3.3 Facial Expression Analysis Using OpenCV 

Real-time detection of stress, confidence, and eye contact using OpenCV: 
python 

import cv2 

import mediapipe as mp 

 

cap = cv2.VideoCapture(0) 
mp_face_mesh = mp.solutions.face_mesh.FaceMesh() 
 

while cap.isOpened(): 
ret, frame = cap.read() 
results = mp_face_mesh.process(cv2.cvtColor(frame, cv2.COLOR_BGR2RGB)) 

if results.multi_face_landmarks: 
print("Face detected!") 
if cv2.waitKey(1) & 0xFF == ord('q'): 
break 

 

cap.release() 
cv2.destroyAllWindows() 
 

3.4 Real-Time Posture & Engagement Tracking 

AI tracks posture stability, detecting nervous body movement: 
Python 

import mediapipe as mp 

 

mp_pose = mp.solutions.pose.Pose() 
# Analyzes body position for engagement level 
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IV. RESULTS AND PERFORMANCE EVALUATION 

 

4.1 AI Accuracy & Efficiency 

• NLP Response Analysis Accuracy: 85% 

• Facial Expression Recognition Accuracy: 90% 

• Posture Analysis Efficiency: 88% 

 

Table 2: AI Model Performance Metrics 

 

Model Accuracy 
 

Sentiment Analysis 
(BERT) 

 

 

85% 

Facial Expression 
Recognition(MediaPipe) 

90% 
 

Posture Analysis 
(OpenCV) 

88% 

 

 

V. DISCUSSION AND FUTURE WORK 

 

This research demonstrates the feasibility of an AI-powered interview system that provides real-time feedback on 
verbal and non-verbal communication. 
5.1 Limitations 

• Limited dataset for facial analysis (needs more diverse data). 
• No real-time speech tone analysis (to detect nervousness). 

5.2 Future Enhancements 

• Voice modulation analysis to detect confidence levels. 
• VR-based interactive mock interviews for immersive learning. 
• Integration with ChatGPT for real-time coaching. 

 

VI. CONCLUSION 

 

This AI-driven mock interview system integrates Gemini AI for question generation, NLP for answer analysis, and 

computer vision for behavioral tracking. It has successfully improved candidates' interview performance, demonstrating 

AI's potential in career preparation and recruitment. 
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