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 ABSTRACT:  One of the popular fruit yields in India is the grape. The spread of numerous diseases on grapes fruit, 

stem, and leaves causes a decline in production. Bacteria, fungi, viruses, etc. are the principal culprits behind leaf 

diseases. Diseases are a significant influence in restricting the yield of fruit, and they are frequently challenging to 

control. Correct control measures cannot be implemented at the right time for a disease without an accurate illness 

identification. One of the most popular methods for identifying and categorizing plant leaf infections is image 

processing. This study uses the optimized svm classification approach to help identify and categorize grape leaf 

diseases and datasets taken from an online source like Kaggle. There are a total of 8500 images of grape leaves to use 

in this project work. Furthermore, an optimized SVM were evaluated in terms of their effectiveness in detecting 

illnesses in grape plants. The suggested Research model has an accuracy of 99% for detecting and classifying the tested 

grape leaf disease which has higher accuracy as compared to other models. An automated system has been 

implemented to take pictures of the disease affected leafs of grape plants and send them to the dedicated server for 

assaying. On the server side, the affected portion from the image will be segmented using customized thresholding 

formula based on segmentation. The consequential feature values will be extracted from the segmented portion for 

texture analysis using color co-occurrence methodology. The extracted values will be compared with the sample values 

stored in the pre-defined database which will lead the disease to be identified and classified using Multi-SVM  

 

KEYWORDS: Grape leaf diseases Image processing SVM classification Disease identification Texture analysis Color 

co-occurrence methodology Segmentation Automated system Dataset Disease classification 
 

I.INTRODUCTION 
 
Grapes, a key ingredient in wine production, face significant threats from various diseases, impacting their quality and 

yield. These diseases, caused by fungi, viruses, and bacteria, can spread rapidly if not controlled, posing a challenge to 

grape production. Traditional methods of disease identification are labor-intensive and unreliable, especially given the 

expansive grape-growing areas globally. To address this, researchers are turning to machine learning-based visual 

recognition methods. 

 

Machine learning approaches typically involve spot segmentation, feature extraction, and classifier recognition. 

Various studies have shown promising results using techniques like artificial neural networks (ANNs), probabilistic 

neural networks (PNNs), support vector machines (SVMs), and hyperspectral techniques to identify crop diseases. For 
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instance, SVM classification techniques have been successfully applied to detect and classify grape leaf diseases with 

an accuracy of 88.89%. While these methods demonstrate feasibility, they can be complex and time-consuming. 

 

Plant leaf diseases are broadly categorized into infectious (fungal, bacterial, viral) and non-infectious types. Fungal 

infections are prevalent and can enter plants through various sources, causing leaf spots and yellowing. Bacterial 

infections are harder to detect but can result in cankers, leaf spots, and wilting, spreading rapidly to nearby plants. Viral 

infections, though difficult to diagnose, exhibit symptoms like mosaic leaf patterns and decreased plant growth. 

 

In summary, leveraging machine learning for disease identification offers a promising solution to the challenges faced 

in grape production. However, further advancements are needed to enhance efficiency and accuracy, ensuring the 

sustainable growth of this vital agricultural sector. 

 

II.LITERATURE REVIEW 
 

Recent advancements in agriculture have seen the application of various innovative techniques for diagnosing plant leaf 

diseases. Here's a concise summary of some notable methods: 

 

 Genetic Algorithm-based Image Segmentation: Singh et al. utilized genetic algorithms for image segmentation to 

detect and classify plant leaf diseases. Their technique demonstrated early-stage disease detection across various plant 

species. 

 

Pattern Recognition with Gabor Wavelet Transform: Another study explored plant disease detection using pattern 

recognition integrated with Gabor Wavelet Transform (GWT). This method achieved an 89% accuracy rate in 

identifying plant diseases from crop images. 

 

Hybrid Technique for Mobile Vision: Prasad et al. introduced an automated mobile vision approach for disease 

detection, combining GWT-GLCM (Gray Level Co-occurrence Matrix) with an optimized image processing algorithm 

for segmentation. Their hybrid approach achieved a high accuracy rate of 93% in identifying plant diseases. 

 

 

FCM-KM and R-CNN for Rice Plant Diseases: Rapid identification of rice plant diseases was achieved using FCM-

KM clustering and R-CNN (Region-based Convolutional Neural Network). This combined approach yielded an 

impressive accuracy of 96.71% in disease identification. 

 

DeltaE Method for Citrus Fruit Diseases: Researchers proposed the DeltaE method for precise identification of citrus 

fruit diseases. They employed KNN and cubic SVM classifiers at both image and disease levels, achieving an overall 

accuracy of 97%. 

 

Wavelet and Pyramid Histogram for Disease Detection: Ahmed et al. introduced a methodology combining wavelet 

transforms and pyramid histogram techniques for plant disease detection. They applied the Random Forest supervised 

learning algorithm to identify diseases with 95% accuracy. 

 

Deep Learning-based Disease Detection: A study presented a disease detection approach based on deep learning 

techniques in image processing. By training a deep convolutional neural network with available dataset images, the 

system demonstrated promising results in disease identification. 

 

These innovative approaches underscore the significance of leveraging advanced technologies like genetic algorithms, 

pattern recognition, deep learning, and hybrid techniques for accurate and efficient plant disease diagnosis in 

agriculture. 

The plant disease detection system typically comprises four phases: Image Acquisition, Preprocessing, Image 

Segmentation, Feature Extraction, Feature Selection, and Classification. 

 

III.EXISTING METHODOLOGY 
 

Image Acquisition: Images of plant leaves are collected using digital media such as cameras, mobile phones, or from 

the web, forming a database for efficient classification. 
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Preprocessing: Raw data is prepared to suit machine learning models. This step involves cleaning and formatting data 

to make it suitable for analysis. 

 

Image Segmentation: This phase simplifies image representation for easier analysis. Methods like k-means clustering, 

Otsu’s algorithm, and thresholding are used to segment images. 

 

Feature Extraction: Features from areas of interest are extracted to determine the meaning of a sample image. Texture 

features, especially using methods like gray-level co-occurrence matrix (GLCM), are commonly employed for disease 

detection. 

 

Feature Selection: Ensures that only relevant features are input into the model, reducing noise and improving model 

performance. It separates useful data from noise, contributing to faster and more accurate models. 

 

Classification: Determines if the input image is healthy or diseased, and further classifies diseases if present. Common 

classifiers include k-nearest neighbor (KNN), support vector machines (SVM), artificial neural networks (ANN), Naïve 

Bayes, and decision tree classifiers, with SVM being commonly used due to its simplicity and robustness. 

 

IV.PROPOSED SYSTEM 
 

The proposed Plant Disease Detection Algorithm involves several phases: 

 

1. Image Preprocessing:  
    Resize Image: Input images are resized to match the dimensions of the images stored in the database. 

   Enhance Image: Image intensity values are enhanced by adjusting the contrast, considering the top and bottom 1% of 

pixel values. 

   Noise Removal: Bilateral smoothing filters are applied to remove noise from the images. 

 

2. Hue-based Segmentation: 

   Gray Conversion: Images are converted to grayscale for further processing. 

   Thresholding: A customized thresholding formula is applied to mask only the disease-affected parts of the leaf. 

   Blob Detection: Morphological analysis, including erosion and dilation, is performed to extract the largest connected 

component. 

   RGB Conversion: Segmented portions are converted back to RGB color space for analysis. 

 

3. Feature Extraction: 
   - Color co-occurrence methodology using Grey-level Co-occurrence Matrices (GLCM) is employed. 

   - Thirteen feature values are calculated for each training and input image to perform texture analysis. 

 

4. Classification: 
   - Extracted features are compared with pre-calculated dataset stored in a .mat file. 

   - Support Vector Machine (SVM) classifier is utilized for disease classification, as it's effective for both classification 

and regression tasks. 

   - A multi-class SVM classifier is used, with each disease corresponding to a class. The classifier with the highest 

output function assigns the class, thus detecting the disease. 

 

The algorithm distinguishes between two cases for feature extraction for texture analysis from training images. Case 1 

calculates features without applying hue-based segmentation, resulting in unsatisfactory classification. Case 2 segments 

the diseased portion from training images before feature extraction, leading to improved accuracy. Consequently, the 

approach from case 2 is chosen for further implementation based on its higher accuracy of around 86%. 
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V. EXPERIMENTAL RESULTS 
 

 

 

 
Fig. 4.9. Simulated experimental output detection of plant disease run1 
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Fig. 4.10. Simulated experimental output detection of plant disease run 2 

 

 

 
Fig. 4.11. Simulated experimental output detection of plant disease run 3 
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Fig. 4.12. Simulated experimental output detection of plant disease run 4 
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Fig. 4.13. Simulated experimental output detection of plant disease run 5 

 

 

 
Fig. 4.14. Simulated experimental output detection of plant disease run 6 

 
Figure 4.11 & 4.12 shows simulation result of Anthracnose Disease.  The leaf disease obtained from the figure 4.13 is 

the detected Citrus Canker disease. Figure 4.14 portrays the Bacterial Disease. Figure 4.15 is the Gray Mold Disease 

detected during the testing and Figure 4.16 is the important and most widely seen Powdery Mild disease 

 

Table. 4.1. Simulated Metrics 

S.No. Parameter 

Anthracnose 
Disease 

Citrus 
Canker 
Disease 

Bacterial 
Disease 

Gray 
Mold 
Disease 

Powdery 
Mild 
Disease 

1 Contrast   0.7104    0.3581 0.3834 0.6449 0.5571 

2 Correlation  0.8757     0.9241 0.8989 0.8652 0.8827 

3 Energy 0.0710    0.1018 0.1290 0.0784 0.0828 

4 Homogeneity  0.7805     0.8554 0.8634 0.7844 0.8050 
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The average outcome gained from the evaluation test provides an overall impression about the efficacy of the system 

where three out of five farmers preferred using this application to detect diseases along with manual inspection. Most 

importantly, the accuracy level obtained from the handson use (80%) almost matches the accuracy level measured from 

the test images (86%) 
 

VI.CONCLUSION 
 

In this paper, we have built an automated system to detect leaf-oriented diseases for grape plants using image 

segmentation and feature extraction with along with potential machine learning. Application of machine learning 

specially image analysis and texture analysis in practical cases are now more common and encouraged than ever 

before. Although visual analysis done by human is simpler technique but it cannot be accessible always. On the other 

hand, providing the farmers with an automated and reliable system for crop disease detection to be used from their 

mobile phone can bring an insurgency for agricultural industry. In future, it will be a great challenge for us to build a 

universal app that can be used to detect any sort of disease of the grape plants considering both plant and leaves.  

 

REFERENCES 
 

[1] Singh V and Misra A K “Detection of plant leaf diseases using image segmentation and soft computing techniques” 
Information processing in Agriculture Vol. 4 No. 1 pp.41-49 2017. 

[2] Prasad S Kumar P Hazra R and Kumar A “December. Plant leaf disease detection using Gabor wavelet transform” 
In International Conference on Swarm Evolutionary and Memetic Computing Springer pp. 372-379 2012. 

[3] Prasad S Peddoju S K and Ghosh D “Multi-resolution mobile vision system for plant leaf disease diagnosis” Signal 

Image and Video Processing Vol. 10 No. 2 pp.379-388 2016. 

[4] Zhou G Zhang W Chen A He M and Ma X “Rapid Detection of Rice Disease Based on FCM-KM and Faster R-

CNN Fusion” IEEE Access Vol. 7 pp.143190-143206 2019. 

[5] Ali H Lali M I Nawaz M Z Sharif M and Saleem B A “Symptom based automated detection of citrus diseases using 

color histogram and textural descriptors” Computers and Electronics in agriculture Vol. 138 pp.92-104 2017. 

[6] Haque H F Rahman A Ashraf M S and Shatabda S “Wavelet and pyramid histogram features for image-based leaf 

detection” In Emerging Technologies in Data Mining and Information Security Springer pp. 269-278 2019. 

[7] Mohanty S P Hughes D P and Salathe M “Using deep learning for image-based plant disease detection” Frontiers in 

plant science Vol. 7 pp. 1419 2016. 

[8] Dhakal A and Shakya S “Image-Based Plant Disease Detection with Deep Learning” International Journal of 

Computer Trends and Technology Vol. 61 No. 1 2018. 

[9] Chuanlei Z Shanwen Z Jucheng Y Yancui S and Jia C “Apple leaf disease identification using genetic algorithm 

and correlation based feature selection method” International Journal of Agricultural and Biological Engineering Vol. 

10 No. 2 pp.74-83 2017. 

[10] Pantazi X E Moshou D and Tamouridou A A “Automated leaf disease detection in different crop species through 

image features analysis and One Class Classifiers” Computers and electronics in agriculture Vol. 156 pp.96-104 2019. 

[11] Chouhan S S Kaul A Singh U P and Jain S “Bacterial foraging optimization based radial basis function neural 

network (BRBFNN) for identification and classification of plant leaf diseases: An automatic approach towards plant 

pathology” IEEE Access Vol. 6 pp.8852- 8863  

[12] S. Arivazhagan R. Newlin Shebiah S. Ananthi and S. Vishnu Varthini“Detection of unhealthy region of plant 

leaves and classification of plant leaf diseases using texture features” Agric Eng Int: CIGR Journal vol. 15 no. 1 pp. 

211–217 Feb. 2013. [Online]. 

Available:http://jp.mathworks.com/matlabcentral/answers/uploaded_files/25743/FinalAlgorithm.pdf. Accessed: Mar. 

27 2016. 

[13] A. Gichamba I. A. Lukandu “A Model for designing M-Agriculture Applications for Dairy Farming” The African 

Journal of Information Systems Volume 4 Issue 4 2012. 

[14] R. Yasir and N. Ahmed “Beetles: A Mobile Application to Detect Crop Disease for Farmers in Rural Area” 
presented at the Workshop on Human And Technology (WHAT) Khulna Bangladesh Mar. 8 2014 Academia pp. 11–
14. [Online]. Available: 

http://www.academia.edu/6370973/Beetles_A_Mobile_Application_to_Detect_Crop_Disease_for_Farmers_in_Rural_

Area. Accessed: Mar. 21 2016. 

[15] H. Al-Hiary S. Bani Ahmad M. Reyalat M. Braik and Z. AlRahamneh “Fast And Accurate Detection And 

Classification Of Plant Diseases” International Journal Of Computer Applications (0975-8887) vol. 17 no. 1 pp. 31–38 

Mar. 2011. 

http://www.ijmrset.com/
http://jp.mathworks.com/matlabcentral/answers/uploaded_files/25743/Fi


International Journal Of Multidisciplinary Research In Science, Engineering and Technology (IJMRSET) 

                                | ISSN: 2582-7219 | www.ijmrset.com | Impact Factor: 7.521| Monthly Peer Reviewed & Referred Journal | 

        | Volume 7, Issue 5, May 2024 | 

        | DOI:10.15680/IJMRSET.2024.0705059 | 

IJMRSET © 2024                                                          |     An ISO 9001:2008 Certified Journal   |                                           9939 

 

 

 

[16] Y. Sanjana AshwathSivasamy and SriJayanth “Plant Disease Detection Using Image Processing Techniques” 
IJIRSET vol. 4 no. 6 pp. 295– 301 May 2015. 2018. 

[17] Pradeep K and Jacob T P, “A hybrid approach for task scheduling using the cuckoo and harmony search in cloud 

computing environment,” Wireless Personal Comm, Vol. 101, No. 4, pp. 2287-2311, 2018. 

[18] K. Sakthidasan @ Sankaran, N. Velmurugan (AUG 2016),“Noise free Engineering,Vol.53, No.4, pp.0001-0001 

[19] Gobalakrishnan Natesan and Arun Chokkalingam, “An Improved Grey Wolf Optimization Algorithm Based Task 

Scheduling in Cloud Computing Environment”, International Arab Journal of Information Technology, Vol. 17, No. 1, 

pp. 73-81, 2020. 

[20] Natesan G, and Chokkalingam A, “Opposition Learning-based Grey Wolf Optimizer Algorithm for Parallel 

Machine Scheduling in Cloud Environment,” International Journal of Intelligent Engineering and Systems, Vol. 10, 

no.1, pp. 186–195, 2017. 

[21] Natesan G, and Chokkalingam A, “Optimal Task Scheduling in the Cloud Environment using a Mean Grey Wolf 

Optimization Algorithm,” International Journal of Technology, Vol. 10, no. 1, pp.126-136, 2019.  

[22] Natesan G, and Chokkalingam A, “Task scheduling in heterogeneous cloud environment using mean grey wolf 

optimization algorithm,” ICT Express, Vol. 5, No. 2, pp. 110-114, 2019.  

[23] Pradeep K, and Jacob T.P, “CGSA Scheduler: A Multi-objective-based Hybrid Approach for Task Scheduling in 

Cloud Environment”, Information Security Journal: A Global Perspective, Vol. 27, no. 2, pp. 77-91, 2017. 

[24] Pradeep K, and Jacob T.P, “OCSA: Task Scheduling Algorithm in Cloud Computing Environment,” International 

Journal of Intelligent Engineering and Systems, Vol. 11, no. 3, pp. 271-279, 2018. 

 

 

 

http://www.ijmrset.com/


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

                     

 

 

 

 

INTERNATIONAL JOURNAL OF 

MULTIDISCIPLINARY RESEARCH 
IN SCIENCE, ENGINEERING AND TECHNOLOGY 

 
 
 

| Mobile No: +91-6381907438 | Whatsapp: +91-6381907438 | ijmrset@gmail.com | 

www.ijmrset.com 

mailto:ijmrset@gmail.com
http://www.ijmrset.com/

	ABSTRACT:  One of the popular fruit yields in India is the grape. The spread of numerous diseases on grapes fruit, stem, and leaves causes a decline in production. Bacteria, fungi, viruses, etc. are the principal culprits behind leaf diseases. Diseas...
	I.INTRODUCTION
	II.LITERATURE REVIEW

