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ABSTRACT: One of the most serious illnesses that can affect a person is cancer. The delayed diagnosis may result in 

worldwide mortality. In order to improve patient care, a wealth of evidence now recommends early detection and 

treatment initiation for the majority of cancer forms. In this paper, we have considered four important cancers: lung 

cancer, liver cancer, breast cancer, and cervical cancer. Based on all the datasets collected for the prediction of the 

types of malignancies we've considered, it compares a number of contemporary algorithms, such as Linear Regression, 

Logistic Regression, Support Vector Machine (SVM), K-nearest neighbours (KNN), Naive Bayes, Gradient Boosting, 

Xtreme Gradient Boosting (XGBoost), and Random Forest. Logistic regression had the highest accuracy of 99.6% on 

the breast cancer dataset, K-nearest neighbour had the highest accuracy of 97% on the lung cancer dataset, Random 

Forest had the highest accuracy of 99.2% on the cervical cancer dataset, and Random Forest had the highest accuracy 

of 73.73% on the liver cancer dataset. This will support future research because, as far as we are aware, few studies 

have compared the most popular algorithms for cancer prediction models. One of the main causes of cancer-related 

deaths globally is liver cancer, and reducing morbidity and mortality requires early detection and treatment. Although 

finding and using efficient biomarkers is still a significant problem, biomarkers have the potential to help in the early 

detection and treatment of liver cancer. Artificial intelligence has become a very promising tool in the field of cancer in 

recent years, and new research indicates that it holds great promise for enabling the use of biomarkers in liver cancer. 
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I. INTRODUCTION 

 

Cancer is a large group of diseases that can affect any region of the body. It is now the top cause of death worldwide. It 

develops as a result of a multi-stage process that turns healthy cells into tumor cells. Some early cancers may 

additionally have signs and symptoms that may be observed, however that is not continually the case. Risk factor 

means your chances of having the disorder. There is not any way to absolutely ward off cancer but there are ways to 

lower your chances. Detecting most cancers early often lets in for a better probability of successful remedy. Since the 

ML model should be useful in predicting cancer, the medical industry stands to gain a great deal from it. In this 

experiment, we compared eight algorithms on four datasets of distinct tumors in addition to one dataset. In this 

investigation, we looked at four primary types of cancer: lung, liver, breast, and cervical cancer. Liver cancer is one of 

the most deadly and quickly spreading cancer kinds. When anything alters the deoxyribonucleic acid (DNA) of healthy 

liver cells, liver cancer results. Regretfully, you can have very early-stage liver cancer that shows no symptoms. You 

can probably identify liver cancer in its early stages if you are at risk for it. One type of cancer that arises in the lungs is 

lung cancer. Globally, lung cancer is the leading cause of cancer-related mortality. Lung cancer is most likely to strike 

smokers, yet it can strike anyone, even if they have never smoked. Lung cancer usually shows no symptoms or warning 

indicators in its early stages. However, these don't show up until the sickness is nearing its end. A type of cancer known 

as breast cancer develops when certain breast cells start to grow abnormally and more quickly than the healthy ones, 

giving rise to a lump or tumor. Research has shown that a higher risk of breast cancer is associated with environmental, 

nutritional, and hormonal factors. Breast cancer is most likely caused by a complicated interplay between your genetic 

makeup and environment. 
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II. LITERATURE SURVEY 

 

Breast cancer is the most common cancer in women globally, and it is growing more common in developing countries 

where more cases are discovered after the disease has advanced. suggests that prompt screening and treatment of the 

majority of cancer forms is now necessary, and that early identification helps with patients' clinical therapy. Whether 

they were in the high-risk or low-risk groups, the group of people with the majority of malignancies was the subject of 

numerous research that used machine learning and deep learning techniques. According to Austria et al.  machine 

learning techniques are becoming more and more important due to their exceptional capacity to support physicians in 

making decisions and determining prognoses. The results of this study indicate that there may be several pairs of 

variables that increase the risk of breast cancer in women. According to Tuncal et al., who employed Support Vector 

Regression to forecast the incidence of lung cancer in European nations, big datasets lower prediction errors. Gupta et 

al. made remarkably accurate predictions about the course of lung cancer by combining image analysis with algorithms 

like KNN and Random Forest. With an emphasis on risk factors like HPV infections, Nithya and Ilango examine how 

improved feature selection and classification techniques raise the accuracy of cervical cancer predictions. Mudawi and 

Jaswinder Singh's other research delves into predictive models created especially to tackle the diagnostic difficulties 

associated with cervical cancer. artificial intelligence (AI) and machine learning (ML) in cancer diagnosis and 

prognosis. It discusses numerous research that have improved the early identification and treatment of malignancies, 

including breast, cervical, lung, and liver cancers, by utilizing algorithms like Decision Trees, Random Forest, Support 

Vector Machine (SVM), K-Nearest Neighbor (KNN), and other machine learning techniques. Numerous earlier studies 

have been conducted in the area of cancer prediction. Numerous machine learning methods, such as decision trees, 

random forests, SVM, KNN, and others, are employed in prediction. Cruz et al. examined and contrasted the 

effectiveness of many machine learning algorithms for the prognosis and prediction of cancer. They came to the 

conclusion that machine learning algorithms will be widely used in healthcare if study quality keeps improving. 

    

III. METHODOLOGY 

 

DATA DESCRIPTION: 

In order for someone to utilize the data in the future and comprehend its structure and content, a data description 

document serves the function of documenting all relevant information about a data file and its contents. The Lung 

Cancer dataset has 25 columns, 1001 rows, and output levels. The outcomes are "low, medium, and high." 382 times is 

the low, 356 times is the medium, and 263 times is the high. The output of the liver cancer dataset is "Dataset" and it 

comprises 584 rows and 11 columns. "1 and 2" are the two results. 2 appears 228 times, while 1 appears 356 times. 

"Biopsy" is an output of the 859 rows and 36 columns that make up the cervical cancer dataset. "0 and 1" are the two 

outcomes. There are 824 instances of 0 and 35 instances of 1. The "Diagnosis" result from the 570 rows and 32 

columns of the breast cancer dataset. "M and B" represent the two possible outcomes, which stand for benign (not 

dangerous) and malignant (dangerous). B occurs 357 times, while M occurs 212 times. 

 

DATA PRE-PROCESSING: 

A data mining technique called data pre-processing converts unstructured data into a format that is effective and 

useable. Since data may contain a number of extraneous or missing components, data cleansing is the best course of 

action. 

 

ALGORITHM: 

a)Divide the dataset into training and testing after importing it. 

b) Use the training data to train the model;  

c) Estimate the value of the testing data;  

d) Apply the accuracy score to the testing and forecast data. 

To ensure that there would be no issues when the algorithms were applied to the datasets, all of the datasets were first 

examined and cleansed. Each dataset was then subjected to exploratory data analysis (EDA) to look for trends and 

conduct a thorough analysis of the data prior to applying the models. Following all of that, we used all eight models on 

all four datasets to assess the prediction accuracy of each approach. Accuracy was the evaluation parameter that we 

used to do this. 
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EVALUATION PARAMETER: 

The evaluation criterion taken into account in this project was accuracy. We determined accuracy by dividing the data 

into training and testing data, fitting the training data to the model, using a model to predict the test data, then 

comparing the test result with the expected result to see how many points were correctly predicted. 

                                            

ACCURACY = TP+TN TP+FP+TN+FN 

 

 
                                                                    

Fig. 1 Working of the Model 

 

                                                                                         IV. RESULTS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                    Fig 2. Comparison Chart of 8 Algorithms on all 4 Datasets 
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V. CONCLUSION 

 

We think the models we selected will enable medical professionals to make more accurate cancer predictions than they 

could with conventional techniques. The Lung Cancer model forecasts a patient's excessive, medium, and low risk 

factors for lung cancer. Within a specific age range of men and women, the version focuses on predicting whether or 

not the affected individual has liver cancer. By classifying tumors as benign or malignant (cancerous) (noncancerous), 

the breast cancer model tackles the major barrier to its identification. The version is especially good at predicting the 

results of biopsy testing to determine whether or not a patient has cervical cancer. According to research, the likelihood 

of survival increases with the detection of cancer We have attempted to present a comparison study based on the overall 

performance of several machine learning techniques used in cancer prediction in this review paper. Since machine 

learning models are getting better than doctors at predicting the onset of cancer, we can try developing a real-life 

prediction system in the future utilizing the most effective algorithm we have researched. We will also continue to 

research on all the datasets. surpassing physicians in their ability to forecast when cancer will manifest.. The study 

evaluates machine learning models for diagnosing four different cancer types: cervical, breast, liver, and lung cancer. 

The best-performing algorithm for each type of cancer was identified by analyzing the accuracy of each model; 

Random Forest performed well for liver and cervical cancers, K-Nearest Neighbors for lung cancer, and Logistic 

Regression for breast cancer. According to the results, customized models can help with early diagnosis and enhance 

patient outcomes, particularly by detecting cancer early on when therapy is more successful. The study promotes the 

creation of real-world prediction algorithms to improve clinical diagnostic efficiency and accuracy. 
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